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# Motivation for Encrypted Search

## Advantages of cloud storage

Organizations are eager to take advantage of cloud storage for its many advantages. Cloud storage is:

* Reliable—storage management is delegated to expertise of cloud storage provider (CSP).
* Scalable—as storage needs change, pay more or less as needed.
* Cost-effective—cloud storage providers are efficient (division of labor).
* Accessible—storage can be accessed anytime and anywhere.
* Sharable—every resource (e.g., directories, files) has a URL.

## Disadvantage of cloud storage: loss of confidentiality

A significant disadvantage to cloud storage is loss of control over confidentiality. An organization loses control over an unencrypted document’s confidentiality when it is hosted in the cloud.

In [1], one of the earlier papers presented on Encrypted Search, the author observes that many individuals and organizations wish to exploit cloud storage services, but do not trust the CSP with their confidential data. That is, organizations trust the CSP with storage logistics but they do not trust the CSP with their need for confidentiality.

## Inefficient solution to confidentiality

The naïve solution to regaining control over confidentiality of cloud-hosted documents is achieved using encryption. Before a document is uploaded into the cloud, it is encrypted. Subsequently, to access this document, clients download it to a trusted machine and decrypt it.

Often, the documents of interest are not known in advance. Consequently, the ability to perform searches over a collection of documents is needed. In the naïve solution, this entails the following sequence of actions:

1. Download the collection of encrypted documents to a trusted machine.
2. Decrypt the encrypted documents.
3. Search through the decrypted documents using any available search facility on the trusted machine.

This approach breaks down if an organization has a large collection of confidential documents. It is both time consuming and costly in terms of transmission costs (i.e., downloading a large corpus) and energy costs (i.e., decryption is a computationally demanding).

The larger the collection of confidential documents, the more costly the naïve solution is. This inefficiency is especially evident on resource-constrained machines, e.g., smartphones with limited bandwidth and energy.

## Encrypted Search – an efficient solution to confidentiality

What is sought is some way to allow the CSP to search the encrypted documents on behalf of clients, and returning only those documents relevant to client queries. Furthermore, this should be done without revealing the contents of documents (data confidentiality) nor the contents of client queries (query privacy). In other words, the CSP should be able to perform *oblivious* searches on behalf of authorized users. Finally, the CSP should not be able to initiate meaningful searches except on behalf of authorized users.

The ability to search over a collection of encrypted documents without needing to decrypt them first is known as Encrypted Search*[[1]](#footnote-1)*. In light of the advantages of cloud storage, Encrypted Search has recently gained a lot of traction in the research community.

Many solutions to this problem have been proposed. Section 3 describes existing work in Encrypted Search with attention paid to the strengths and weaknesses of various proposals.

# Previous work

## Confidentiality

The first issue to address is confidentiality and its implementation. That is, the techniques employed to prevent disclosing information to unauthorized parties, like a server hosting the confidential documents. We consider three primary approaches: compression, obfuscation, and encryption.

|  |  |  |
| --- | --- | --- |
| Methods | Advantages | Disadvantages |
| Compression  [2], [3] | Very space efficient  Fast and easy to implement | To serve as an obfuscator, users must maintain a separate symbol-mapping table[[2]](#footnote-2)  Serves as a substitution cipher; may be broken through cryptanalysis |
| Obfuscation  [4], [5], [6] | Effective against non-skilled adversaries | High insider risk  Too weak for cryptographic use |
| Encryption  [7], [8], [9], [10], [11], [1], [12], [12] | Provides strong guarantees on data confidentiality (assuming the key is kept private)  Very well understood (modern cryptography) | Depending on the types of information leaks prevented, certain IR operations problematic, e.g., if query privacy is provided, ranking relevancy of documents can be more challenging  Strong encryption tends to be slow and still subject to information leaks |

### Compression

In [2], the idea of using a theoretically optimal Huffman [3] encoder is proposed in the context of information retrieval (without consideration given to the unique needs of Encrypted Search), where the symbols consist of words rather than letters. To obscure the contents of a document, one could substitute the words with Huffman codes and keep the symbol table a secret (which is essentially a large secret key) to serve as a weak substitution cipher.

When combined with an inverted index (see section 3.3.2.1), it is reasonably space-efficient and fast. Unfortunately, it cannot be taken seriously; it would be too easily compromised.

### Obfuscation

The compression section discussed a method to obfuscate by remapping words to Huffman codes. In general, any symbol substitution technique may be used to obfuscate the contents of documents. The primary distinction between obfuscation and compression is obfuscation obscures the contents of documents by mapping symbols in the domain of to other symbols in the domain of [4] [5], whereas compression maps codes in one domain to codes in another domain (e.g., character strings to bit strings).

Conceptually, there are two types of obfuscation techniques. Encoding-based transformations apply general rules to each symbol, e.g., remapping the character sequence to by adding to each of their ASCII codes. Alternatively, indexed-based transformations apply unique transformations to inputs, e.g., a one-to-one mapping from *John Smith* to *Person 192353*.

The symbol remapping instructions—essentially a secret key—must not be disclosed to unauthorized parties. In general, these techniques are vulnerable to substitution cipher attacks.

### Encryption

The previously mentioned confidentiality techniques serve the same purpose: convert communicated information into a secret code so that unauthorized people cannot understand it. Cryptography is a more secure and general approach to accomplish this.

In cryptography, the unencrypted data is called plaintext. To encrypt (convert) plaintext into an unintelligible format, called ciphertext, the plaintext is input into an encryption function along with a secret key. The inverse of the encryption function is the decryption function, which takes the ciphertext and a secret key (either the same key, as in symmetric encryption, or another paired keyed, as in asymmetric encryption), and outputs the plaintext. For each cryptographic key in the key-space (all possible keys), the encryption function maps a given plaintext to a different and unique ciphertext .

To decrypt , one must not only be in possession of the decryption algorithm, but also the secret key, i.e., . In designing security, one should assume Kirchhoff’s principle, “only the secrecy of the key provides security.” Specifically, the cryptographic algorithm is presumably already known to untrusted parties and, thus, for confidentiality the secret key must be kept private.

Without knowing the secret key, an unbroken encryption scheme requires an adversary to do a brute force attack over the entire key space; for a given cipher text , iterate through all keys in the key space, feed the decryption function with the given key and cipher text, and decide on the plausibility of the decoded plaintext . For example:

where likelihood uses some language model to estimate the likelihood of the decoded ciphertext . To make brute force attacks intractable, the key-space must be extremely large.

#### Symmetric encryption

In the context of Encrypted Search, two different types of encryption have been used, symmetric encryption and asymmetric (public-key) encryption. Symmetric encryption uses a single key for both encryption and decryption. Compared to public key encryption, it is less computationally demanding. However, the downside is, a secure channel must be used to communicate the secret key if multiple parties need to be able to use it. The earliest examples of Encrypted Search used symmetric encryption [7] [1].

#### Public-key encryption (asymmetric encryption)

Boneh [13] proposed an Encrypted Search scheme based on public-key encryption. Using public key encryption addresses a weakness found in earlier proposals. In symmetric encryption, if wishes to make it so that can search a confidential document, they must first agree on a secret key. The problem with this approach is, how do they agree on a key without revealing it to others? In public-key encryption schemes, no such problem arises: he may use her public key. Thus, only , who has the corresponding private key, may search the confidential document[[3]](#footnote-3).

#### Trapdoors -- one-way (cryptographic) hash functions

In a secure index (see offline searching), which is independent of the document it represents, there is no need (nor desire) to be able to reconstruct the document from the information in the index. This particular relaxation offers a more attractive option: do not use a decipherable encryption scheme at all. Rather, use a one-way hash function [14] [15], ideally something that approximates a random oracle, and “filter” [16] the document (plaintext) through it, e.g., insert the one-way hash of each word in the document into the secure index. These one-way hashes are known as trapdoors—easy to compute and very difficult (if not impossible) to invert.

In theory, it is nearly impossible to determine which terms a document contains simply by looking at the secure index since the trapdoors are practically one-way. Indeed, in many constructions, they are truly one-way (non-invertible), e.g., multiple terms may map to the same cryptographic hash value (collision). In this case, it is impossible to determine, with certainty, which terms the document contains.

There are compelling advantages to this approach. First, it is far less computationally demanding; evaluating a one-way hash is far less computationally demanding than executing a decipherable encryption scheme. Second, because one-way hash functions are non-invertible and pre-image resistant[[4]](#footnote-4), even if the secret keys are disclosed to unauthorized users, this does not necessarily compromise the contents of the actual document (except by allowing whatever search facilities the secure index permits).

Note that one or more secret keys, as with encryption, may be used to manage search authorization and to mitigate pre-image attacks (the secrets serve as hash salts).

## Information leaks

Goh [16] contends that Encrypted Search should not reveal any information about the contents of confidential documents unless one or more secrets are known. Furthermore, if such secrets are known, the only information that should be revealed is approximate knowledge about whether a given document is relevant[[5]](#footnote-5) to given query. Thus, even if an untrusted party—like the CSP—examines a hidden search query, it should neither be able to determine the contents of the query nor the contents of the document, affording both data confidentiality and query privacy[[6]](#footnote-6).

Most Encrypted Search schemes [16] [1] [13] [17] have this as the primary objective, but only a few solutions [18] considered maintaining this objective in the presence of a determined adversary who has access to user activity histories, e.g., hidden query histories.

There are many different and subtle ways information can be disclosed—or leaked. This remains true even if we assume an unbreakable encryption scheme is being used.

### Document confidentiality

Even if a strong cryptographic scheme is being used, information may still be leaked. Consider the following. For each document in the collection, the words in a given document are passed through a one-way hash and that hash is directly inserted into the index. Since this is a substitution cipher for small blocks (words), it is vulnerable to substitution cipher attacks.

For instance, since it is likely word frequencies in the confidential corpus are similar to the word frequencies found in other corpora, statistical frequency analysis can be used to construct probable cipher string to plaintext word mappings. For reasons similar to this, Goh [16] argued traditional hash tables are not suitable for use as secure indexes. However, in section 4.3.2 we construct a theoretical adversary that may be able achieve reasonable success at compromising any secure index, emphasizing the need for high false positive rates and secure index poisoning.

### Query privacy

The same argument for data confidentiality also applies to query privacy. In the extreme case, queries may be sent in plaintext, and thus no query privacy is afforded. Thus, an adversary can determine what users are interested in and which documents are relevant to a given query. For example, the adversary may construct a model of an encrypted document by taking a set plaintext queries and observing its relevance to each of them—in the case of Boolean search, does it contain this keyword? Thus, it is vulnerable to basic dictionary attacks. Indeed, they may be successful at reconstructing close approximations of the contents of confidential documents if phrase searching is supported.

A simple solution is to cryptographically hash each term in a query, as elaborated in section 3.1.3.3 on trapdoors. However, since it is reasonable to assume the hash algorithm will be known to adversaries, they may proceed the same as before. Thus, each hash term should be concatenated with one or more secret keys. As long as the keys are kept secret, only authorized users may meaningfully submit queries to the secure index. However, note that if a cryptographic query for a specific term always looks the same, then an adversary may slowly build up a frequency table of cryptographic hashes by observing query histories and use this information to mount a substitution cipher attack. For example, using a frequency table of plaintext English words, an adversary may be able to determine an accurate mapping from cryptographic hashes to plaintext English words. In our research, we will explore practical methods to mitigate the risk posed by such an adversary.

### Access patterns and implicit information

To exacerbate matters, even if an Encrypted Search scheme provides robust data confidentiality and query privacy, access patterns may still leak information. For instance, what is the distribution of (encrypted) documents a user has retrieved over time? Users may show interest in different documents, in which case statistical clustering may reveal associations among users.

Implicit information may also be leaked. For example, if a hidden query is followed by another action, like checking stock prices, this correlation may be used to infer properties about the query and the corresponding documents that are returned in response to it. To mitigate implicit information disclosure related to a user’s Encrypted Search activities, Pinkas [18] proposed the use of Oblivious RAM. We propose potentially more practical methods in section 8.3.

## Online and offline searching

| Methods | Advantages | Disadvantages |
| --- | --- | --- |
| Online  [7], [10], [11], [1] | Exact phrase matching is easy—does not increase size like in other solutions  Reasonably space-efficient (if combined with Huffman coding) | Very vulnerable to substitution cipher attacks  Sequential search—impractically slow for large-scale use |
| Offline: Inverted index  [8], [2] | Efficiently supports query operations necessary for rank-ordered search  Reasonably fast trapdoor lookups— for a document with words  Reasonably space-efficient (if using Huffman coding) | Very vulnerable to substitution cipher attacks  Potentially vulnerable to preimage attacks |
| Off-line: Bloom filter  [16], [19] | Space efficient (nearly optimal)—can trade accuracy for space-complexity  Reasonably fast trapdoor lookups | hash functions must be evaluated per trapdoor (per query term) |

### Online searching

Online search performs a sequential search on the document cipher [1]. To be able to perform encrypted searches on such a cipher, a large block cipher may not be used; rather, each searchable term must be encrypted separately to facilitate exact string matches on the encrypted query terms. Thus, this is an easily compromised substitution cipher.

Moreover, as pointed out in [17], proposals based on online searching, in light of their linear time complexity, are not appropriate except in limited contexts. For example, they may be appropriate if the purpose is to allow an email server to obliviously scan the “subject” field of incoming emails for the keyword “urgent.”

### Offline (index) searching

Offline indexes are data structures that store a representation of the document (or documents) in which rapid, efficient retrieval is facilitated. Most of the recently proposed Encrypted Search constructions are based on offline indexes [16] [19] like Bloom filters. An overview of offline-based solutions can be found in [13].

#### Inverted index

In [2], a possible approach to a secure index is given in the form of an inverted index. Previously, the inverted index was discussed in the context of using Huffman codes to serve as an efficient but non-secure (easily compromised through frequency analysis) substitution cipher.

The reason the Inverted index reduces to a substitution cipher is related to the way in which searching is performed—that is, a binary search on a sorted array of terms. Each element in the array must (nearly) uniquely identify a single term. Thus, even if encrypted, compressed, or obfuscated transformations of terms are stored in the index, it still amounts to uniquely substituting each term with some transformation of that term. This makes it susceptible to cryptanalysis (e.g., frequency analysis) and pre-image attacks. Despite the popularity of the inverted index in information retrieval, its vulnerability to cryptanalysis makes it an unsuitable choice for a secure index.

#### Bloom filter

A Bloom filter [20] is a probabilistic (approximate) set in which false positives on membership tests are possible. While it does not possess the theoretical optimal space efficiency of bits for a set with a false positive rate and members, it is still reasonably space efficient requiring only bits.

Operationally, it consists of a bit vector of size (all initially set to ) and hash functions. For each member, use the hash functions to map it to (possibly non-unique) indexes in the bit vector, setting each mapped bit to .

To verify an element is a member of the set, check to see if each of its hash positions is set to . On the one hand, If any are , then it is certainly not a member (false negatives are not possible). On the other hand, if all of them are set to , we assume it is a member with a false positive rate. That is, one or more actual members may have caused those bit positions to be set to .

It is straightforward to construct a secure index from a Bloom filter. For each term in the document (words, n-grams, or other searchable terms), insert it into the filter. To prevent unauthorized users from querying the index, do not insert the plaintext terms; rather, insert some transformation of them. Ideally, a trapdoor will be used, which is just a one-way (cryptographic) hash function applied to each term concatenated with one or more secrets, e.g., .

To harden the Bloom filter from cryptanalysis, the same term in separate documents ought to map to different index positions in the Bloom filter. In [16], it is recommended that the document id be appended to the trapdoors during the construction of the secure index, e.g., . Likewise, during the construction of hidden queries (which consist of trapdoors), the user must apply the same transformations. Since is unknown to unauthorized parties, like the server, they are unable to meaningfully query the secure index.

##### Problems with the Bloom filter

However, there is a notable problem with secure indexes based on Bloom filters: they need to evaluate hash functions per trapdoor, where . For large corpora consisting of documents, this could be a significant drawback, requiring hashes per trapdoor.

Another problem with them, as previously described, is they do not efficiently support multiplicities (multi-sets) nor do they efficiently support other types of queries, e.g., where is a member located? This complicates scoring functions like term weighting and proximity weighting.

## Mapping queries to documents

The method in which a query is mapped to (or ranked according by) a set of documents is a very important topic in information retrieval, but it is often neglected in Encrypted Search. There are two primary ways to perform this mapping function: Boolean keyword searching or ranking documents according to their relevancy to a given query.

|  |  |  |
| --- | --- | --- |
| Methods | Advantages | Disadvantages |
| Boolean keyword search  [7], [11], [1], [13], [21], [22] [23] | Simple  Fast queries | Documents are either relevant or irrelevant to a query (no degree of relevancy), so recall and precision suffer |
| Rank-ordered search  [24], [25], [26], [27], [28], [17] | Much better precision and recall on results  Draws from extensive research in the IR community | Answering queries is more computationally demanding (this may especially important in the context of cloud computing, where every second of CPU time is charged)  More information about documents must be leaked to support degrees of relevancy |

### Definition of a query

A query represents an *information need*. In practice, it is a string of terms, where a term is either a keyword or an exact phrase surrounded by quotes. In BNF notation, the syntax for a query is:

|  |  |  |
| --- | --- | --- |
|  |  |  |

Table 1 BNF query grammar

Consider the following query:

volunteer “doctors without borders”

This query consists of two terms: the keyword volunteer and the exact phrase doctors without borders. When conducting a search on a collection of secure indexes, it will look for that exact phrase and keyword. It will not count doctors with borders as a hit since the phrase must exactly match[[7]](#footnote-7).

To support exact phrase searching, a secure index may store both the unigrams (keywords) and bigrams found in the document it represents. Any query with an exact phrase consisting of more than two keywords may then be converted into a chain of bigrams (the biword model, see section 3.4.2.3.1).

### Boolean search

Encrypted Boolean search [1] looks for a particular word or words [13] in a set of documents. In Boolean search, a document is either considered relevant (e.g., contains all of the terms in the query) or is considered non-relevant to a given query.

In addition, while there are some Boolean search techniques that allow for approximate matches or are tolerant of errors (like typographical errors), most encrypted search techniques must still rely upon some form of exact string matching due to the way the words in documents are transformed (for confidentiality) using one-way hash functions (trapdoors). This need for confidentiality complicates many standard information retrieval techniques.

For example, if tolerance of typographical errors is desired (as measured by edit distance, see section 3.4.2.2.2), the Levenshtein distance algorithm may be used in non-encrypted searching. However, since the words in a document are cryptographically hashed, this algorithm is useless (i.e., two words with an edit distance of should hash to completely different strings). The solution proposed by Li [11] addresses tolerance of typographical errors by pre-computing and including all error patterns up to errors directly in the index[[8]](#footnote-8), upon which simple exact string matching may thus be performed.

#### Conjunctive keyword search

In [7], the authors propose a system which permits secure conjunctive queries for certain keywords on a given set of fields, like the “From” field in an email. By secure, they mean that given access to a set of indexes for encrypted documents and a freely chosen set of encrypted keywords (trapdoors), adversaries—like an untrusted cloud storage provider—must not be able to learn anything about the encrypted documents except whether it matches those specific trapdoors.

Their work demonstrates a slight improvement over the single keyword searching discussed in [9], but their solution is still rather limited. First, they still only perform exact string matching. Second, their solution inflexibly requires the document creator to tag specific keyword fields for search-ability[[9]](#footnote-9). Finally, like most other solutions, they do not consider untrusted parties that consider historical data [18].

#### Approximate search

In [12], the authors point out that Google’s primary problem is finding ways to return fewer, more relevant results so that users do not have to sift through too many pages (many users only check the first page of results) even if this reduces the recall of the system. Thus, Google is motivated to improve the precision (see section 4.2.1) at potentially significant cost to recall. However, in vertical search— such as Encrypted Search facilities on a store of confidential enterprise documents—there is far more concern over not missing or overlooking relevant documents since there may be so few relevant results to begin with. That is, unlike Google, recall is equally if not more important than precision. To this end, various techniques—like approximate keyword matching—may be used to increase the recall.

##### Locality-sensitive hashing

In locality sensitive hashing, the notion is to map similar (according to some distance measure) items to the same hash. This is an especially good fit in the context of Encrypted Search since, typically, only exact matches on hash strings are possible.

To avoid the curse of dimensionality, locality-sensitive hash functions may be used as a form of dimensionality reduction [29]; that is, use hash functions in which the probability of a collision is high for close (according to some distance measure) elements and low otherwise. Thus, LSH functions are not at all like most hash functions; most hash functions are designed to minimize the probability of collisions, but LSH hashes are designed to maximize certain kinds of collisions.

For instance, in [30] the authors observe that Bloom filters generally assume the use of hash functions that uniformly distribute over their domains. However, if this requirement is relaxed, then locality-sensitive hash functions may be chosen s.t. input that is close to actual members (in the Bloom filter) will tend to hash to the same values and thus test as positive.

###### Stemming

Stemming may be thought of as another form of locality sensitive hashing. In stemming, morphological variations of a word are mapped to a single base form. By reducing such variations to a single form, in which the different variations have the same essential meaning, recall and precision may both be improved.

For example, if a user searches for “computing grades”, it would seem the user would find “computed grade” relevant also. By not including this variation in the result set, recall and potentially precision suffer: recall suffers because relevant documents will be overlooked, and precision may suffer because less relevant documents may be returned in their place. Stemming has demonstrated itself to be a fast and effective technique to improve precision and recall. [31]

###### Phonetic algorithms

Phonetic algorithms are another form of locality sensitive hashing. The notion is to map words that sound alike to the same hash. Soundex is one of the more popular examples of this; it is an especially useful trick for approximate matches on the names of people.

##### Edit distance

In [11], a mechanism is proposed to address the limitation in which only exact matches on keywords are performed. In particular, they propose a construction that allows for matches on typographical errors or typical spelling variations, e.g., versus .

To accomplish this, when constructing the secure index, for each term in the document, add all -edit distance patterns, where an edit is an insertion, deletion, or substitution of a character. For example, for a 1-edit error tolerance, the keyword is expanded to , where represents any character (wild-card). Thus, if fails to match, the query can be automatically expanded to each of those variations in turn until a match is found.

##### Wild-card matching

Wild-card [32] searches can be quite useful. For example, if users are uncertain about how to spell a particular word, they can use wildcards to represent their ignorance, e.g., instead of “tomorrow”, they may type “to\*row”. Or, as another example, the user may seek multiple variations of a word, e.g., “\*night” for “night” or “knight”. The solution proposed in [11] on edit distance may be repurposed to implement wildcard searching.

#### Exact phrase matching (word n-grams)

Phrase searches consist of approximately 10% of web search queries, but many Encrypted Search schemes only allow matches on keywords. In [33] a method for secure exact phrase matching is considered. Unfortunately, clients must maintain a local dictionary on their computers to facilitate the capability. As long as such data must be maintained locally to perform searches, one may reasonably argue that local searchable indexes should be maintained instead. Local indexes, freed from many of the security concerns, would permit any sort of search operation without the need to communicate with the server until a specific document is desired.

##### Biword model

As long as an index supports bigram queries, any exact phrase search may be approximated as a series of bigram Boolean queries. This is known as the biword [26] model. For example, to find the exact phrase, hello dr fujinoki, perform a Boolean search for the bigrams, hello dr and dr fujinoki. This allows for false positive, as this search will also match any document in which hello dr and dr fujinoki are present but non-adjacent to each other.

### Rank-ordered search -- degrees of relevancy

As pointed out in [17], most Encrypted Search research focuses on Boolean search, where a document is either relevant or non-relevant to a given query—that is, there are no degrees of relevancy. For instance, a Boolean search may consider a document a match—that is, relevant—if and only if all of the terms in the query are matched in the document. This poses a number of problems with respect to precision and recall. The results in this paper represent an important advance over prior encrypted searching schemes in that it rank-orders documents according to some measure of their degree of relevancy to a given query.

In modern information retrieval systems, scoring the relevancy of a document to a query is one of its most important functions. If standard scoring techniques can be employed in Encrypted Search, its utility could be significantly improved. However, in Encrypted Search, a server obliviously searches over a collection of encrypted documents. The server’s ignorance (which is needed to preserve confidentiality—i.e., confidentiality of queries and documents) complicate many traditional scoring techniques.

For instance, a vector-space model is commonly used in which documents are represented as unit vectors, where each dimension of the vector corresponds to a term’s normalized tf-idf weight (see 3.4.3.1.1). With this representation, an efficient similarity measure between two documents (or between a document and a vectorized query) is the cosine similarity*[[10]](#footnote-10)* [34] measure. However, in Encrypted Search, the terms in a document should not be known a priori. Rather, such information should only be approximately learned through user submitted queries (and only in terms of trapdoors—cryptographic one-way hashes). Thus, documents may only be modeled using this more limited information[[11]](#footnote-11).

In this paper, we will explore other more compatible measures, e.g., instead of cosine similarity one can score the relevancy of a document only with respect to the terms in the query, e.g., a simple summation.

#### Term importance weighting

Term (keyword) weighting [27] is based on two fundamental insights. First, some of the terms in a query will occur more frequently in one document compared to another document. When scoring the relevancy of documents and to a query term , if appears more frequently in than then should be considered more relevant all other things being equal.

where is a monotonically increasing function with respect to (e.g., the identify function).

The second insight is that some of the terms in the query will be in a larger proportion of the documents in the corpus. These terms, therefore, carry less meaning—that is, they have less discriminatory power since they appear in a larger fraction of the documents. Conversely, some of the terms in the query will be very rare or even unique in a corpus, and thus they have more discriminatory power.

For example, the term “the” is in nearly every document—it serves as linguistic glue— but the term “acatalepsy” is in very few documents. The more discriminatory power a term has, the more weight it should be given when scoring a document’s relevancy to the query.

where is a monotonically decreasing function with respect to (e.g., the log of the inverse).

Combining both of these insights, a measure that is sensitive to both of the rarity of a term in a corpus and the frequency of a term in an individual document may be devised.

where and , e.g., a function that takes the product of the two inputs.

##### tf-idf term weighting heuristic

A notable example of a term weighting heuristic is tf-idf and its variants. The tf-idf heuristic—term frequency, inverse document frequency—accounts for both the term frequency within a document and the inverse document frequency within a document collection when estimating the importance of a term:

#### Term proximity weighting

In [35], the importance of proximity of terms in keyword searches is considered. The fundamental principle can be demonstrated by considering the following: given two documents, and , should be more relevant than for the query even though they both contain keywords and with the same frequency. Put simply, all other things being equal, the closer the query’s terms are in a document, the more relevant the match.

### Semantic search

In [25], the authors maintain that most search techniques—from simple Boolean search to vector-space tf-idf weighted scoring—are variations of syntactic search in which some form of string matching is performed combined with a method to estimate how important particular string matches are.

There are two major problems with the syntactic approach. First, different terms may be used to express similar meanings (depending on the context). This is referred to as synonymy. Second, the same term may be used to express different meanings (depending on the context). This is referred to as polysemy. Both of these problems may degrade recall and precision of search results.

Semantic search attempts to mitigate these problems by modeling the meaning of text, with the aim of more intelligently mapping an information need—as represented by a query—to a set relevant rank-ordered list of documents that satisfy the information need, e.g., does the meaning of the query correspond to any similar meanings in a document?

Modeling semantics is a more complicated problem than string matching. It may involve natural language processing to perform word-sense disambiguation, part of speech tagging, and named entity recognition. When combining this with ontological and semantic knowledge, the information retrieval system may begin to process search queries in a way that resembles a human's ability to understand the meaning of text.

There are also statistical techniques to model semantically related terms, like latent semantic indexing (LSI). There has been very little progress on either of these fronts in relation to Encrypted Search*[[12]](#footnote-12)*.

# Research objectives

Our research will seek to contribute to Encrypted Search in three different ways. First, we propose several different secure indexes based on a probabilistic set similar to the Bloom filter, which we call the Perfect filter. We compare them against each other, and against a secure index based on the popular Bloom filter data structure.

Second, we will explore the use of standard information retrieval scoring techniques while paying attention to confidentiality concerns. Specifically, in our experiments, we will assess the accuracy of various proposed secure indexes on different scoring techniques. This accuracy will be assessed with respect to the level of uncertainty, like location uncertainty, false positive rate, and secure index poisoning. The accuracy of a secure index’s output will be measured with respect to a canonical index with perfect information implementing the same search criteria.

Finally, we will consider various ways in which information is leaked, and design and implement solutions to mitigate these leaks. We evaluate the effectiveness of these mitigation strategies by considering a hypothetical adversary who employs various attack strategies. We do this for both document confidentiality and query privacy.

## Secure Indexes

Encrypted Search is facilitated by the concept of a secure index. Secure indexes are offline indexes. To make a confidential document searchable, a user must first construct a secure indexfor it (see section 4.1.2).

### Submitting hidden queries to secure indexes

Assuming the *secure indexes* for a collection of confidential documents have been constructed and transmitted to the CSP (see section 0), Encrypted Search proceeds as follows. Refer to Figure 1 for a visualization of the steps.

1. Clients construct queries to find confidential documents relevant to their information needs. Queries will be sent over a secure channel to the *query processor.*
2. First, the *query processor* concatenates a *secret* to each term. Second, it feeds each concatenated term into a one-way hash function. Finally, it generates an intermediate *hidden query* from the output of the one-way hash function and transmits the result to a *proxy query processor*. See Definition of a hidden query in section 4.1.1.1.
3. The *proxy query processor* concatenates a secret to each term in the intermediate hidden query with another secret and transmits the resulting *hidden query* transformation to the CSP. Note that the proxy only observes intermediate *hidden queries* (it does not know what the client is searching for), thus the proxy need not be fully trusted.
4. The CSP iterates through the secure indexes in the DB, hashing each hidden term with the concatenation of the document ID (a reference, e.g., URIs), and performs the requested search function (e.g., rank-orders document IDs with respect to BM25).
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Figure 1 Overview of Encrypted Search on a secure index database

#### Definition of a hidden query

A hidden query is a cryptographic transformation of a query (see section 3.4.1). Each term is converted into a hidden term; that is, each keyword is converted into a trapdoor using secret , i.e., , where the hash function is a cryptographic hash function that outputs hexadecimal digits for any input string (term).

Our secure indexes only store the unigrams (keywords) and bigrams found in the documents they represent; any query with an exact phrase consisting of more than two keywords must be converted into a list of bigrams (a biword model). Thus, each exact phrase is converted into a list of trapdoors on the bigrams in the phrase, i.e., .

In BNF notation, the syntax[[14]](#footnote-14) for a hidden query is:

|  |  |  |
| --- | --- | --- |
|  |  | } |

Table 2 BNF hidden query grammar

### Secure index construction

What follows is the sequence of actions needed to construct a secure index. Once constructed, the secure index may be stored on untrusted systems, such as a CSP. Refer to Figure 2 for a visualization of the steps.

1. A client transmits a confidential plaintext document over a secure channel to a . This is most likely a process running on the client’s local machine, but in theory, it can reside anywhere. There are compelling reasons to decouple the from the client, e.g., centralized control to enforce uniformity of secure index construction.
2. *Optional:* The *document processor* encrypts the document using whatever cryptographic algorithm is deemed appropriate and transmits it to an untrusted channel, e.g., the CSP or a system decoupled from the CSP. For Encrypted Search purposes, only a reference to the document needs to be provided as output.
3. First, the *document processor* generates *searchable terms* for the document. These terms can be anything—Soundex hashes, trigrams, etc.—but in our implementation they are lower-case unigrams and bigrams (optionally stemmed) contained in the document (biword model). Second, the concatenations are fed into a cryptographic one-way hash function. Finally, it generates a list of hidden terms from the output of the one-way hash function and transmits the intermediate results to a *proxy indexer*.

More precisely, each unigram or bigram in the target document is concatenated with secrets—. Every unigram and bigram in the document will thus be searchable with different secrets by an authorized user. Then, each is cryptographically hashed—[[15]](#footnote-15)

1. First, the *proxy indexer* concatenates one or more *secrets* to the intermediate hidden terms and feeds them into a one-way hash function. Second, the proxy concatenates the document’s id (reference) to the outputs of the previous hash function and feeds them into another one-way hash. Third, a secure index is constructed from the hash function’s output. Finally, it transmits the *secure index* to the CSP. At this point, the CSP stores the secure index and, optionally, its corresponding encrypted document in a database to facilitate efficient Encrypted Search operations in response to hidden queries.
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Figure 2 Overview of secure index construction

#### User revocation

In [36], the authors observe that most Encrypted Search implementations assume only one user will perform searches; or, if multiple users, then they share the same secret, and that secret by itself will allow them to query the secure indexes. However, it may be desirable to be able to revoke a user’s ability to query a secure index. For example:

* makes a secure index for a document using
* is trusted to query secure index by providing her with
* loses trust in and wishes to revoke her ability to query the secure index, even when the raw contents of the secure index is otherwise accessible to .

The motivation for partitioning *secure index* construction into two separate stages in Figure 1 ( and and in Figure 2 (a and is to enable user revocation. Assuming the user and proxies do not collude[[17]](#footnote-18), neither the proxies nor revoked users will be able to query secure indexes, even if they downloaded copies of the secure indexes to their local machines.

In our architecture, this can be implemented through partial secrets. The following steps are required for secure index construction:

* A fully trusted provides a partially trusted with set of secrets .
* provides partially trusted with another set of secrets .
* constructs a sequence of cryptographic hashes from the ordered unigrams in the document concatenated with secrets in ——and transmits the ordered sequence[[18]](#footnote-19) to .
* constructs a secure index from the sequence of cryptographic hashes (intermediate trapdoors) using secrets in —.

Likewise, the following steps are required for submitting queries to the secure index:

* provides a partially trusted with set of secrets .
* provides partially trusted with .
* submits hidden queries using any secret in to
* transforms the intermediate hidden queries using any secret in and transmits the resulting hidden query to the CSP.

To revoke Encrypted Search authorization for , instruct the not to honor her queries. Even if had downloaded a local copy of a secure index, she cannot meaningfully query it since she does not know any secrets in .

#### Additional notes

The prospect of constructing a secure index for the entire collection of documents sounds tempting. This *master index* would allow the CSP to avoid the cost of independently querying each secure index in the database. However, there is a significant problem with this idea: the same term in different documents will look the same. An alternative to the master index is a cache. See section 8.5.

The *document processor* and *proxy indexer* may reside on the same machine; indeed, if the client is trusted both of them may reside on the client’s local machine.

Moreover, the confidential documents and the secure indexes need not reside on the same server. A secure index and its corresponding confidential document are independent. Also, note that multiple secure indexes may be constructed for the same confidential document to provide tiered access, e.g., the lowest tier may consist of very approximate information (e.g., large location uncertainty) and only unigram terms (to facilitate only keyword queries with coarse term proximity), whereas the highest level may include exact phrase matching and wildcard queries.

### Secure index types

There are several different types of secure indexes analyzed and explored in our research. As far as we are aware, with the exception of BSIB (Bloom filter secure index-block) none of these secure indexes have been previously investigated.

#### Perfect filter

In place of the Bloom filter [16], we propose the Perfect filter as the underlying data structure for our newly proposed secure indexes (note that the Perfect filter is not itself a secure index). Like the Bloom filter, it represents a probabilistic set.

Suppose we wish to represent a set . First, a perfect hash function is generated to map the members of set to unique integers. Second, the perfect hash of each member is used to index into an array and the corresponding element in is set to a bit hash of . More precisely:

1. Each member is uniquely hashed by a perfect hash function s.t. . That is, no collisions among any of the members of set are possible. If using a minimal perfect hash, then
2. Let be a bit array with a minimum maximum index of , where each element of is allocated contiguous bits. Then, .

Refer to Figure 3 for a visual depiction of the Perfect filter. Note that because each is represented by bits, false positives are possible, i.e., . That is, a Perfect filter is a compact probabilistic set in which false positives occur with conditional probability of .
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Figure 3 Perfect filter (using a minimal perfect hash)

##### Space complexity

Like the Bloom filter, the Perfect filter can trade accuracy (false positive rate) for space complexity. Theoretically, the Bloom filter requires bits, where represents the false positive rate. Since there are hash functions (assuming optimality), where each hash function may be compactly represented with bits (e.g., bits[[19]](#footnote-22)), then the total (memory-resident, uncompressed) space required for a Bloom filter with a cardinality of is bits. For instance, if and , then bits .

The space complexity for the Perfect filter is bits, where depends on the load factor[[20]](#footnote-23) of the perfect hash. If it is a minimal perfect hash, the theoretical lower limit for , but in practice this has not been achieved. We use a state-of-the-art algorithm, CHD (Compress, Hash and Displace [37]) in which (bits/key) when using minimal perfect hash. Thus, the Perfect filter, using the minimal perfect hash and requires only . As the false positive rate increases, the Perfect filter will pull even further ahead.

If a perfect hash—rather than a minimal perfect hash—is preferable (i.e., see poisoning in section 4.1.3.2.3), then even fewer bits per key are possible. For instance, if the load factor is , then . Since we are mapping each index to an array, there is a trade-off to consider. While fewer bits per key (member) are required for the perfect hash itself, a load factor of means instead of indexing into an array of size , we must index (approximately) into an array of size . Thus, the space complexity is bits. The ratio of the Perfect filter with a load factor of to one with a load factor of 1 is . The limit of this ratio as goes to is . Thus, a load factor of , in the limit, takes up twice as much space as a load factor of . This inverse relationship is true generally, e.g., a load factor of would require, in the limit, as much space.

##### Computational efficiency

Arguably, more importantly than space efficiency is computational efficiency. The Perfect filter only requires computing hash function while the Bloom filter requires computing hash functions. We will see later, in the section on experimental results, that this gives the Perfect filter a significant computational advantage over the Bloom filter.

##### Perfect filter’s flexibility

The Perfect filter is a probabilistic set, but since it provides a unique index for each member, this unique index may be efficiently used to tag a member with other kinds of information. For example, it is trivial to extend the Perfect filter to implement a multiset. We use this flexibility to derive several different secure index types.

##### Disadvantages

The Perfect filter has some disadvantages compared to the Bloom filter. First, it may leak more information. In a Perfect filter, there are no collisions between members, but in a Bloom filter not only may collisions occur, but they may also only partially occur. Thus, the same pattern of 1’s and 0’s in the Bloom filter’s bit vector can occur in more ways than the Perfect filter’s patterns of 1’s and 0’s. However, through techniques like index poisoning, this may be immaterial. Also, like with the Bloom filter, each member in a Perfect filter collides with an infinite set of non-members with a false positive rate . Second, the Perfect filter is an immutable data structure—no dynamic updates are possible, e.g., no adding or removing members. However, in the context of *Encrypted Search*, this limitation seems minor.

#### Perfect filter secure index (PSI)

A secure index based on the perfect filter capable of answering approximate Boolean queries. Once the trapdoors (cryptographic hashes of searchable terms, see section 3.1.3.3) have been constructed, they may be inserted into the Perfect filter.
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Figure 4 PSI

##### Space complexity

The space complexity of PSI is just the space complexity of the Perfect filter, where —the cardinality of the set—is equal to the number of unique searchable atomic terms (set members) in the document. Thus, it has a space complexity of , where depends on the load factor (if using a minimal perfect hash, ). Note that the searchable atomic terms in our secure indexes are the unique unigrams and bigrams in documents, which allows us to take advantage of the biword model for exact phrase searching. Thus, if a document has words, then there are searchable atomic terms.

##### False positives

As explained in the section 4.1.3.1, the Perfect filter is a probabilistic set in which false positives may occur. In addition, for the PSI there is a different way in which a false positive may occur when processing -gram query terms, . If a document contains the words “A B B D”, then the PSI will conceptually represent it as the set {“A”, “B”, “D”, “A B”, “B B”, “B D”}. To determine if “A B” exists in the document, a single set membership test will suffice.

However, determining whether the query term “A B B” exists in the document is more complicated (it does not exist in the set if only unigrams and bigrams are members). To support exact phrase searches larger than bigrams, as in the trigram “A B B”, a biword model is used in which -gram query terms, , are decomposed into a set of bigram tests, e.g., testing if “A B B” exists is transformed into a a conjunction of membership tests for “A B” and “B B”. If all bigrams test as positive, the -gram term is said to exist in the document. In this case, “A B B” will correctly test positively. But if the term is “A B D”, then it will test positively both for “A B” and “B D” but nowhere in the document is the trigram “A B D” found. Therefore, this query term would cause a false positive to occur.

##### Poisoning

As mentioned in section 4.1.3.1.4, the perfect hash need not be a minimal perfect hash. If a perfect hash with a load factor is used for a set with a cardinality of size , then of the entries in the Perfect filter’s array of hashes will not be addressed by any positive member by the perfect hash function. Instead of leaving their contents zeroed out, the PSI may randomize them to make them appear indistinguishable from actual members.

In general, it is impossible to tell which entries in this array are for members (e.g., unigrams and bigrams in the document) as opposed to non-members. This is called secure index poisoning (see section 4.3.2.4). Additionally, adding fake terms neither has an effect on computational complexity nor false positive rate. Note that PSI may increase the number of fake terms (trapdoors) with non-linear cost since depends upon.

##### Additional notes

In our PSI-derived secure indexes, we allow for any false positive rate of the form , where can be any positive integer. In a more practical implementation, it may be sensible to optimize the special case where represents a byte-aligned number of bits, e.g., 8-bits or 16-bits, to take advantage of much faster parallel bit-wise operations.

PSI is not used in isolation in any of the experiments. Instead, we explore secure indexes derived from PSI—namely, PSIB, PSIF, and PSIP. Likewise, BSIB derives from BSI (Bloom filter secure index), but we do not explore BSI in isolation either. In retrospect, this may have been an oversight. We would also be curious to compare a PSI-derived index that is more directly comparable to BSIB, i.e., a secure index which constructs a perfect hash for each block-of-word segments as is done in BSIB.

#### PsiBlock (PSIB)
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Figure 5 PSIB

PSIB uses a PSI for answering approximate Boolean queries, and on top of that provides an interface capable of answering approximate frequency and location requests for query terms.

To construct a PSIB, first a PSI is constructed. Then, the document is segmented into blocks, and a bit vector of size is constructed for each unigram and bigram in the document s.t. if a unigram or bigram resides in a block, the corresponding index representing that block in the bit vector for the given term is set to 1. Otherwise, it is set to 0. The larger is, the more precisely PSIB can locate terms.

##### Space complexity

The space complexity is bits, where is 2.07 if a minimal perfect hash is used and is the number of unique unigrams and bigrams in the document.

The bit vector representing the blocks a term resides in can become very sparse as the number of blocks increases. However, note that sparse bit vectors are highly compressible—see compressed bit vectors. This represents a trade-off between space complexity and time complexity. We elected not to explore this trade-off in our experiments, but it would be interesting to see the effect of using various compression schemes on the sparse bit vector.

##### Frequency information

The frequency for a query term is approximated by summing the binary digits of the bit vector representing that term’s approximate block locations. Note that for unigram and bigram query terms, the pre-computed bit vector may be used, but if the term is an k-gram, , then the bit vector representing locations for the term is derived from an AND operation on the corresponding bit vector entries for all of the bigrams of the -gram query term.

##### Location information

The location for a query term is approximated in much the same way as the frequency, except instead of summing the binary digits of the bit vector, a list of approximate locations is returned. For example, if each block is of size (each block has words, except the last which may have fewer) and query term *t* exists in and , then two locations will be returned, one in the range and the other in the range .

On false negatives  
Unlike the PSI, false negatives are possible because we use the approximate location information in PSIB to eliminate positive matches that are most likely false positives. However, if an occurrence of a true positive spans two or more blocks, that occurrence will be eliminated by this imperfect heuristic. A method to eliminate the possibility of false negatives is to check for whether the bigrams of a -gram query term exist in adjacent blocks, e.g., for the query term “A B C”, if “A B” exists in , check for “B C” in either or . For sufficiently long query terms, a chain of adjacent blocks may also be acceptable.

##### Additional notes

We allow for an arbitrary number of blocks per document. However, like with the PSI, a more practical implementation could see a significant performance boost if byte-aligned sizes were used instead, e.g., parallel bit-wise AND operations could determine which blocks contain all the bigrams in a -gram query term.

#### PsiFreq (PSIF)
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Figure 6 PSIF

PSIF uses a PSI for answering approximate Boolean queries, and on top of that provides an interface capable of answering approximate frequency requests for query terms. To construct a PSIF, first a PSI is constructed. Then, the frequency of each member (unigram and bigram) is calculated. These frequency counts are then stored in a bit vector in a memory efficient way.

##### Space complexity

The space complexity is bits, where is 2.07 if a minimal perfect hash is used, is the number of unique unigrams and bigrams in the document, and is the maximum frequency[[21]](#footnote-24) of any unigram or bigram.

##### Frequency information

To service frequency request for terms, if the term is a unigram or bigram, the PSI interface is used to index into the PSIF’s bit vector that stores frequency information and the indexed value is considered to be the corresponding term’s frequency. If the query term is not a unigram or bigram, then the frequency is considered to be the minimum frequency of all of the bigrams making up the query term.

##### Poisoning

PSIF stores explicit frequency information, unlike PSIB and BSIB, where frequency is approximated implicitly by location uncertainty (block size). If exact frequencies leak too much information about the document, then during the construction phase an approximation of the exact frequency may be stored instead, e.g., .

#### PsiPost (PSIP)
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Figure 7 PSIP

PSIP uses a PSI for answering approximate Boolean queries, and on top of that provides an interface capable of answering approximate frequency and location requests for query terms. To construct a PSIP, first a PSI is constructed. Then, a postings list (a list of positions) for each unigram and bigram in the document is constructed.

##### Space complexity

The space complexity is bits, where is 2.07 if a minimal perfect hash is used, is the number of unique unigrams and bigrams in the document, and (e.g., 32 bits) is the number of bits needed to store a reference to a term’s location in the document.

A likely more efficient representation of a posting lists is a list consisting integers representing the size of the gaps between adjacent positions of a term. Since the list does not need to facilitate random access, i.e., operations on it can efficiently be performed sequentially, the gaps may also be compressed, e.g., Huffman coded.

The space complexity for a given document with these changes would be:

Moreover, inspired by PSIB and its block-based approach, instead of storing the exact number of gaps between adjacent positions of a term, store , where k is an integer denoting the block granularity size. And, of course, positions that map to the same block may be ignored to further reduce space requirements (but at the cost of a loss of frequency information, which may be desirable anyway).

##### Frequency information

Frequency information is stored implicitly by posting lists. To service frequency request for terms, if the term is a unigram or bigram, the PSI interface is used to index into the PSIP’s list of postings, and the size of the indexed posting is considered to be the corresponding term’s frequency. If the query term is not a unigram or bigram, then the frequency is considered to be the minimum frequency of all of the bigrams making up the query term.

Note that PSIP does not exploit location information to eliminate some false positives as is done in location requests. This was done for the sake of speed, but in theory if the way documents are scored (according to queries) relies upon both location and frequency information, this could be done without any additional cost.

##### Location information

To service location requests for unigrams or bigrams, the PSI interface is used to index into the list of postings and the posting stored at that index is returned.

For an -gram query term, a greedy algorithm is used to construct non-overlapping sets each with a diameter less than or equal to some constant that depends on the way in which the postings list was poisoned, as discussed in section 4.1.3.5.4 below. The positions of a term are taken to be the center of each such non-overlapping set.

Note that since a greedy algorithm is used, this operation is fast as evidenced by experiments consisting of queries with a large phrase terms. Moreover, the use of a more sophisticated algorithm, e.g., an algorithm that produces the maximum number of non-overlapping sets, is not obviously an improvement in the context of greater accuracy.

##### Poisoning

Location information is explicitly stored for each unigram and bigram in the document. If storing exact locations leaks too much information about the document, then during the construction phase approximate locations may be stored instead. In particular, we achieve this by randomly changing each word’s position by some offset, e.g., . Note that in the experiments, we use a triangular distribution (with a mode equal to the exact position) instead of a uniform distribution. The triangular distribution has less variance and therefore preserves more information about location information.

If exact frequencies leak too much information about the document, then during the construction phase, insert random positions into the postings lists or calculate the average position of adjacent positions for a term and use that average position in place of the adjacent positions. Repeat this as many times as necessary to achieve the desired level of approximation, e.g., if a term appears times, repeating the mean adjacency operation times would result in storing only its mean position.

#### PsiMin (PSIM)

![](data:image/png;base64,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)

PsiMin stands for PSI minimum pairwise distance. To mitigate the threat from the adversary described in section 4.3.2, we should not store any location information. However, if proximity-sensitive searching is desired, some kind of proximity information must be stored.

What if we only store relative position information (e.g., distances with respect to other terms) s.t. it is impossible to determine a word's approximate, absolute location? This is the central idea behind PSIM. Instead of storing location information, for each word, store the minimum distance to every other word in the document (as long as the minimum distance is less than some specified threshold distance). To reiterate, it only stores the minimum pairwise distances; all other distance and location information is lost[[22]](#footnote-25). Order information is also lost, i.e., in isolation it is not possible to determine (with certainty) which word comes first in a pair of words. This is a very problematic representation for the adversary (section 4.3.2) since so much information to draw inferences from is lost, e.g., the adversary’s jig-saw-like attack would seemingly be ineffective.

##### Space complexity

Consider a document consisting of a sequence of the following 10 (5 unique) words:

If we let the maximum threshold distance be 3, then PSIM represents document D as:

There are minimum pairwise distances which are less than or equal to . In general, the number of minimum pairwise distances stored in is upper-bounded by , where and are the number of words and the number of unique[[23]](#footnote-26) words in respectively. Thus, the space complexity of is theoretically upper-bounded by bits, where is the distance threshold, is the false positive rate, and if using a minimum perfect hash for the Perfect filter.

In general, given the ith and jth keywords in , and respectively, if , we store their minimum distance in :

,

where is some constant.

##### Location information

Note that we only store the minimum pairwise distances between keywords (unigrams) for document in . Thus, if the terms whose minimum pairwise distance is being requested are unigrams, PSIM can return an exact answer. However, if the terms are -grams, , their minimum pairwise distance may only be estimated.

Given -gram term and -gram term , where is the jth word in , then the minimum pairwise distance between the ith word in and the jth word in is estimated to be . Then, a lower bound for is:

This lower bound may also serve as a reasonable estimate of , recalling that maximum threshold distance is expected to be small.

##### Poisoning

PSIM stores explicit minimum pairwise distance information, unlike PSIB, PSIP, and BSIB, where minimum pairwise distances are derived from (approximate) location information. If exact minimum pairwise distance information leaks too much information about the document, then during the construction phase an approximation of the exact minimum pairwise distance may be stored instead, e.g., .

And, of course, like every other secure index derived from PSI, fake terms—or in this case, fake minimum pairwise distances—may also be constructed at little cost to compression ratio and no cost to accuracy.

##### Use cases

For large , PSIM may not be very practical since it causes the size to be nearer to the upper bound and likewise for large documents[[24]](#footnote-27), i.e., its size is exactly .

However, it may be usable in a more modest way, since experiments have revealed that in practice, for small , the compression ratio for PSIM can be expected to be less than 1. Analytically, it should be around . This may still be unacceptably large, but if confidentiality and accurate proximity-sensitive searching are priorities, PSIM may be a tempting.

First, the PSIM may be used to give a secure index , like PSIB, more precise proximity sensitivity for nearby words without compromising document confidentiality, e.g., . If the minimum distance between two terms in a query is larger than the threshold distance , then the approximate location information in the secure index may be used instead (knowing that it cannot be less than lower-bound ). Such an that uses PSIM in this way (for small threshold distance ) has a space complexity upper-bounded by .

Second, PSIM may be used to prevent some false positives from occurring due to the biword model. For instance, given a PSIM with a maximum distance threshold , if the user searches for an -gram phrase, then for the secure index to contain that phrase, it must be the case that . For even small , this would make false positives extremely unlikely, especially on where .

#### Bloom filter secure index-block (BSIB) [19]

A secure index capable of answering approximate frequency and location requests for query terms. BSIB uses a Bloom filter as the underlying data structure (it is a popular representation of probabilistic sets). There is existing research on this particular secure index representation, so we implemented a design consistent with prior work [19].

Similar to PSIB, BISB is a block-based secure index and operates in a similar way—by segmenting a document into blocks. However, unlike in PSIB, it constructs a Bloom filter for each block (the Perfect filter can be used more flexibly since it uniquely maps each member to an integer—see section 4.1.3.1.3). And as discussed in section 4.1.3.1.2, the Bloom filter requires computing hash functions. Since there are such Bloom filters, in the worst-case scenario a BSIB must compute hash functions in significant contrast to the PSIB which needs to compute only hash function.

## Relevancy metrics

Encrypted Search efforts have largely ignored the problem of matching queries to relevant (according to standard information retrieval techniques) sets of documents, e.g., rank-order documents by a measure of how close they match a hidden query without compromising the data confidentiality and query privacy.

In information retrieval, finding effective ways to measure relevancy is of fundamental importance. To that end, they have devised many clever algorithms and heuristics to rank-order documents by their estimated relevancy to a given query. We will explore term weighting (3.4.3.1) and term proximity weighting (3.4.3.2) heuristics in the context of our secure index constructions.

### Precision and recall

Precision and recall are relevant metrics for Boolean searches; they do not rank retrieved documents like BM25 or MinDist\*; a document is either considered relevant (contains all of the terms in a query) or non-relevant.

Precision measures the proportion of retrieved documents that are relevant to the query. It is defined as:

Precision has a range of [0, 1]. Recall measures the proportion of relevant documents that were retrieved. It is defined as:

Recall also has a range in . It is trivial to achieve a recall of by retrieving every document in the corpus. Howver, this comes at the cost of decreased precision. Thus, in general there is a trade-off between precision and recall.

### Term importance: BM25 [34]

BM25, a well-established tf-idf variant, is one of the relevancy measures chosen for our experiments. Mathematically:

where is the average size (in words) of documents in .

Parameters and are free parameters. In the experiments, they are set to typical values [34]; is set to and is set to . Ideally these parameters would be automatically tuned for each secure index. The function stands for term frequency and simply returns the number of occurrences of term in document . The function stands for inverse document frequency.

where is the number of documents in and is a function which returns the number of documents in which had one or more occurrences of term .

When using BM25 to rank search results, each document in is ranked according to query by the function , where is a term in query . After giving every document a BM25 rank, the results are sorted in descending order of rank as the final output.

Note that BM25Score is not used in most real-world information retrieval systems; instead, they typically employ a vector space model, in which a vector for each document in is constructed, where each dimension represents a word with a weight equal to . Subsequently, a document can be ranked according to a query by taking the cosine similarity [38] of their respective vectors. However, as explained in section 3.4.3, this representation is problematic in light of the limited information (for confidentiality) available in secure indexes.

### Term proximity: MinDist\* [39]

MinDist, like BM25, ranks documents according to their proximity relevance to a given query. It is a less established ranking heuristic than BM25, but in experiments [39] it had performed well compared to other proximity heuristics. In our experiments, we add additional tunable parameters to MinDist and call it MinDist\*.

MinDist\* is a proximity heuristic in which the minimum distance between each existent pair of terms are summed over. Thus, it needs location information. So, for example, if query , where , , and are the terms of , and document = “A B D D A D C”, then the minimum pairwise distances are: , , and . The summation of these distances is simply . MinDist\* is a scoring function dependent upon the minimum pairwise distance summation *s*.

The intuition behind MinDist\* is the more concentrated the query terms are in a document, the more relevant the document is to the query, but only up to a certain point. For example, consider a query =. Given two documents A and B, where A contains both “computer” and “science” on page 7 and B contains “computer” on page 7 and “science” on the page 20, it is obvious that A should be considered much more relevant to since the two keywords of interest are much closer together. However, consider a third document C containing “computer” on page 7 and “science” on page 100. Intuitively, this is not much worse than B; both documents are simply not that relevant; B is only marginally more relevant at best.

Mathematically, these intuitions are implemented in the following way. Let be the set of query terms, be the subset of that exist in the given document, and be the sum of the minimum pairwise distances between terms in .

where . To see if this function matches our expected intuition—a strictly decreasing function that flattens out as increases—it may be instructive to consider the limits and partial derivative of with respect to .

As *s* converges to , converges to . As converges to , converges to . To see if these end points are the maximum and minimum values respectively, let us consider the partial derivative with respect to .

This function, for all positive values of , is negative. It approaches as approaches and it asymptotically approaches as approaches . This matches the desired intuition; for small , a small increase in corresponds to a large decrease in ; and, for large , a small increase in corresponds to small decrease in *.*

It is also reassuring to note that for large , the function will decrease less rapidly than for small , which is the desired behavior. Recall that corresponds to a document matching more of the terms in query . We do not wish to penalize (at least not too harshly) a document that contains more of the query’s terms but spread out over a larger region.

MinDist\* may be used as a way to add proximity sensitivity to already established scoring methods, like BM25. For example, a linear combination of their scores can be used as the final output of a scoring function that is both sensitive to proximity and term frequencies:

### Mean average precision (MAP)

MAP is a popular way to measure the performance of information retrieval systems with respect to degrees of relevancy. We use MAP to measure a secure index’s BM25 (or MinDist\*) output. In particular, we do this by measuring how closely its BM25 (or MinDist\*) output matches the BM25 (or MinDist\*) output for a non-secure, canonical index that retains perfect location and frequency information.

The more approximately a secure index represents a document, the less information one can infer about the document from the secure index. Thus, to what extent the secure index can approximate a document while still achieving high MAP scores is an important question.

MAP is calculated by taking the mean of the average precisions on over 30 queries. The precision at is:

The average precision for the top documents is:  
The mean average precision (MAP) for the top documents over a query set :  
Thus, to estimate a secure index type’s MAP score, we need a set of documents and a query set . Then, we construct a set of secure indexes for , and rank-order both and according to each . Finally, we calculate the mean average precision (MAP) over these rank-ordered ouputs using the rank-ordered outputs for as the , canonical output.

Consider the following. Suppose the ranked list of relevant documents to a query is , and the retrieved ranked list (by a secure index) is . The precision at is ; the precision at k=2 is ; the precision at is , the precision at is , and the precision at is. Thus, the average precision is . The mean average precision would simply be the mean of the average precisions for queries.

Note that the average precision for the last value of is necessarily if, by that iteration of , the relevant set and the retrieved set contain the same elements. However, in general, this is not the case; for instance, if the relevant ranked list of documents to a query is (A, B), and the retrieved ranked list is (D, C, B, A), then if the mean average precision goes from to , the average precision is 0. In my simulation, we do a variation of this.

Suppose the relevant ranked list of documents to a query is (A=0.9, B=0.85, C=0, D=0), and the retrieved ranked list is (A=0.9, C=0.85, D=0.5, B=0). Then, I calculate the average precision for the top instead of the top or top . In this example, document B is not included in any of the precision at to calculations.

Finally, in one of the experiments, we conduct a “page one” MAP test, i.e., we find the mean average precision using only the top 10 results. The randomized algorithm does much more poorly in this instance, e.g., with over probability, the mean average precision will be less than .

## Information leaks

To mitigate document confidentiality (3.2.1) and query privacy (3.2.2) information leaks, several different techniques will be explored.

### Query privacy leaks

Hidden queries, as substitution ciphers, represent one of the more vulnerable parts of the system. We consider below two general strategies an adversary may employ to compromise query privacy: cryptographic hash attacks and maximum likelihood attacks. Note that we only provide a theoretical treatment on cryptographic hash attacks, but provide both a theoretical and empirical (simulation) treatment on adversaries employing the proposed maximum likelihood attack.

#### Cryptographic hash attacks

Cryptographic hash functions take as input an arbitrary-length string and output a fixed-length string (hash value). In general, cryptographic hash functions have the following properties.

##### Pre-image resistance

Given a hash , finding an s.t. should be intractable. Lacking this property, an adversary may observe and find one or more candidate *.* On the one hand, in the context of hidden queries, lacking pre-image resistance, an adversary may be able to discern which keywords or phrases a target has an interest in finding. On the other hand, it may be productive to increase the collision rate so that it is trivial to find an s.t. . This is especially relevant when the adversary knows one or more secrets—in that case, simple dictionary attacks become possible. The collision rate can be controlled such that a dictionary attack will produce some set s.t. . In this case, the adversary may not have enough information to determine which the user was actually interested in.[[25]](#footnote-30)

Thus, there is a case to be made that pre-image resistance is undesirable in this context. Indeed, since most queries will consist of common terms, if the adversary knows any secrets he can hash a dictionary of common terms to discover what other users are searching for.[[26]](#footnote-31) However, if too many collisions on legitimate queries occur, then this may have a negative effect on the accuracy of search results. Collision resistance therefore represents a trade-off between privacy and accuracy of search results.  
  
We do not explore this trade-off experimentally, but a simple approach to exploring consists of changing the size of the fixed-length output of the cryptographic hashes (trapdoors); if a hash function maps all input to bits, then a smaller corresponds to a larger collision rate. For example, if there are 64 query terms which are mapped to 4 bits each, then on average (assuming a good uniform hash function) each term will collide with other terms in the population. How this will in practice effect outputs of interest is difficult to estimate without performing experiments.

##### Collision resistance

Finding strings and s.t. . A cryptographic hash function should make this infeasible. In the context of Encrypted Search, this does not seem especially relevant to enable any form of attack[[27]](#footnote-32).

#### Maximum likelihood attack

Instead of mounting an attack that depends on finding cryptographic hash collisions, an adversary with access to hidden query histogram data can mount a maximum likelihood attack.

Suppose there is a sample of independent and identically distributed observations – that is, a history of query terms – coming from some distribution , where is a probability mass function denoting how probable a randomly sampled query term is.

Thus, the probability of seeing a particular history of terms is[[28]](#footnote-33):

Each term is mapped to a hidden term . The objective of the adversary is to find a function which maps each hidden term to a term .

To accomplish this goal, we simulate an adversary in which distribution is known (and, in the simulation, is a Zipf distribution); since may be estimated by examining queries in an information retrieval system that does not use hidden queries, it is plausible the adversary can learn a reasonable approximation of .

For a given , the probability of seeing a particular history of hidden terms is:

To discover the most likely mapping function , the adversary will use maximum likelihood estimation; that is, it will explore the space of and choose a which maximizes the probability[[29]](#footnote-34) of seeing .

Since the space of is , a subset of the space must be explored which has a high likelihood of finding local maxima. In the simulations, we use a hill-climbing algorithm, in which the neighbors to a point in this space is operationally defined as the swapping of any two and in .

Note that an excellent initial starting point in this space, especially given a sufficient number of samples, is to collect all of the hidden terms, sort them by frequency, and pair them up to the terms sorted by probability. However, we do not use this initial estimator in the simulation[[30]](#footnote-35).

##### The effect of adding multiple secrets and query obfuscations

When we add secrets per term, i.e., hidden terms for term consist of the set , then has the form s.t. each plaintext term maps to hidden terms. Thus, the space of is now instead of , and it is expected that more samples of hidden terms will be needed for a given level of accuracy (where accuracy is defined as the percentage of hidden terms which have been correctly mapped to plaintext terms).

Furthermore, when we add obfuscations to the vocabulary of hidden terms (without multiple secrets), takes the form:

In the above function , to do not actually map to any plaintext term; they all map to class *obfuscation*. Thus, if a specific set of hidden terms map to class *obfuscation*, there is only one way for each of those hidden terms to be mapped to it. Thus, the space for is . This is equal to or larger than for all non-negative integer values of and ; as a degenerate case, when (no obfuscations), it reduces to .

Obfuscations introduce additional unknowns for the adversary that either must be given or estimated. As with the distribution of plaintext terms being given, the probability that a random hidden term is an obfuscation term will also be given. That is, .

There are many ways to complicate matters for the adversary when dealing with obfuscations, e.g., making it so that the distribution of individual obfuscation hidden terms are similar to the distribution of non-obfuscated hidden terms. However, in our experiments, each obfuscation term has a uniform probability.

When combining both obfuscations and secrets, the space of is . In any case, the space of explodes as or grows (the original space was already exponential with respect to ). In our experiments, we only consider increasing or separately, i.e., when increasing , is fixed at , and when increasing , is fixed at . The experimental results can be found in section 5.5.3, 5.5.4, and 5.5.5.

### Document confidentiality leaks -- reconstructing documents from secure index information

There are many possible ways an adversary could compromise the confidentiality of the secure indexes. First, the adversary needs some way to meaningfully query the secure index; it can do this with the mapping learned in section 4.3.1.2, or it may simply have access to one or more secrets (e.g., the adversary can be a legitimate user).

Once the adversary has the capability to meaningfully query secure indexes, it may systematically probe from the information contained in them to classify or (partially) reconstruct the confidential documents.

A secure index contains an approximation of a document’s word[[31]](#footnote-36) frequencies without revealing which words are in the document. In addition, it may contain location information about each of the words. If the secure index only provides approximate frequency information, then a line of attack may consist of the following steps. First, sample from a word distribution to automatically determine (via queries) some fraction of the unigrams or bigrams in the given document and their respective frequencies. Then, using a bag-of-words model, classify the document, e.g., . More specific classes are possible also, e.g., a single plaintext document can serve as a class.

However, more sophisticated attacks exist. For instance, note that bigrams are more informative feature classifiers than unigrams. Moreover, trigrams are more informative than bigrams. Indeed, the larger the n-gram, the more informative it may be as a feature. The limiting case for this is an n-gram the size of an entire plaintext document. Finding a match on this in a secure index would indeed be very informative.

So, with this insight as motivation, the adversary could use a secure index’s bigrams in conjunction with a language model to partially reconstruct a document from the information contained its secure index. First, the adversary can use a generative language model, like the trigram language model, to probe the secure index for plausible n-grams. For instance, if the adversary finds a positive hit on the bigram “A B”, this information can be used to generate plausible trigram phrases, e.g., sample word *x* from the conditional distribution, P[*x* | “A”, “B”]. If “C” is plausible given the previous two words were “A” and “B”, then check for a hit on the trigram phrase “A B C”. If this this trigram tests positively in the secure index, then generate and test plausible 4-gram phrases by sampling from the distribution, P[x | “B”, “C”].

Repeating the above steps, a large set of n-gram phrases (that test positive in the secure index) may be constructed. Furthermore, some of the discovered -grams may overlap in some way, in which case the adversary can automatically stitch the pieces together in various ways. The plausibility of a stitching can be estimated using the language model, especially if multiple consistent stitchings of the same size are possible.

Already, this may reveal a significant amount of details about the document. However, if the secure index also provides location information, the adversary has a much easier job. If exact location information is provided for each word, then as the adversary finds words as previously described, it puts them in their proper place (like a jig-saw puzzle). As words are placed, larger and larger n-grams are constructed, and the language model can be used to generate plausible candidates for the missing words. Alternatively, since the problem has been vastly simplified, the adversary may exhaustively check each word in a dictionary.

Since false positives are possible, each position may have multiple candidates. To deal with this eventuality in a reasonably straightforward way, the adversary can find an assignment of candidates that (approximately) maximizes the likelihood (given a language model) of a given assignment of candidates to each position.

Assuming this form of attack is reasonably successful[[32]](#footnote-38), the reported positions for a word should have some degree of uncertainty—e.g., only reporting that a word falls within some range (block), as PSIB and BSIB do, or scrambling the positions in some random way, as PSIP does.

#### Problems with the block-based approach

The block-based approach used in PSIB and BSIB reduces the problem to treating each block as a small document, and solving each one independently without location information using the techniques described at the beginning of this section. Since the document is much smaller, the reconstruction effort will be significantly easier than trying to do this for the entire document.

To paint a clearer picture, if the document consists of words, and the words are segmented into blocks, then there are words per block. If all words in the block are discovered (and ignoring word multiplicities), then there are ways to order them. Thus, for each permutation, the adversary calculates its likelihood given the chosen language model (e.g., trigram language model), and saves the permutations with the highest likelihoods. Note that the space of permutations is a factor of the original space; for sufficiently large the search space may even be exhaustively explored.

#### An alternative solution

A significant problem with the block-based approach is the adversary’s ability to treat each block as a separate, independent problem—this has the effect of reducing the adversary’s curse of dimensionality. PSIP is designed, in part[[33]](#footnote-39), to overcome this problem. In PSIP, there is no such block delineation—instead, words are offset from their true position according to some random variate. This makes it harder to treat the document as a set of smaller independent problems.

For instance, suppose document = “A B C D E F G H” and to simply matters for , the secure index approximation of , suppose we can swap any word in with any other word in as long as the words final position is within two units of its starting position. Then, let scrambled document = “B A E D C G F H”. Is it possible to break this larger problem down into two smaller independent problems?

= “B A E D” and = “C G F H” will not work since, in the original document, the first set should contain elements from {A, B, C, D}, but it is missing B and has an additional E. Any 4-gram ordering on these two sub-problems cannot match the ordering in the original document; indeed, in this case, the only sub-ordering that matches the original ordering is “A B” and “F G H”. These two sets cannot be stitched together since they have no overlapping components.

Another possible division is = “B A”, = “E D C”, and = “G F H”. This is a legitimate way to reduce the larger problem into a set of smaller independent problems, but the adversary has no way of knowing this beforehand. For instance, if instead A had been swapped with C, this would no longer be a legitimate partition.

This will blow up the search space for the adversary. The adversary may still use the location information to do things like eliminate impossible stitchings, but it is more difficult to use the location information to create independent sub-problems. Of course, it may be acceptable to reduce the original document into sub-problems with a size dependent upon the location uncertainty and settle for more approximate solutions. It is also possible to parameterize the segmentation points and include those as additional parameters to optimize, but this has the effect of blowing up the search space even more.

#### On the effect of false positives

As shown in the previous section, false positives create a problem for the adversary attempting to—at least partially—reconstruct a document from the information in its secure index.

Given a secure index of with words, each unique (in order to simplify the discussion), there are permutations. The adversary wishes to find some words (which will test as positive in the index) and then find a permutation that maximizes the likelihood of observing that sequence of words given a chosen language model.

An exact solution is already computationally intractable—. Adding false positives complicates matters even more for the adversary, although it is still in . Suppose false positives occur at a rate of , and the adversary wishes to perform an exhaustive search on the secure index by iterating through a dictionary consisting of words, where the words in the document are a subset of the words in the dictionary. Then, to find the words in the document, of those words from the dictionary will necessarily be true positives and it is expected that there will be false positives.

In total, it is expected that words will positively match. Each one of these words is a candidate, and thus instead of the adversary needing to explore a space consisting of possibilities, the adversary must explore a space of possibilities. The degenerate case evaluates to , but as grows it quickly diverges from for a given .

Thus, we see that on the one hand, a high false positive rate mitigates reconstruction attacks. On the other hand, as some of the experiments were designed to probe, a high false positive rate may cause the searching apparatus to return unacceptably poor results if it is unduly affected by the false positive hits. This represents a trade-off—the least disclosing is and the most accurate is .

#### Secure index poisoning

The intent of poisoning a secure index is to mitigate frequency analysis attacks and jig-saw-like (using location information) attacks. Namely, we wish to cause the hypothetical adversary described previously to be less successful at reconstructing a document from the information in its secure index. This can be done in a few different ways.

##### Fake terms

We will insert fake terms (unigrams and bigrams) into a secure index. Theoretically, with respect to its mitigating effect on the threat posed by the adversary, this is similar to increasing the false positive rate. However, unlike increasing the false positive rate, this can be done in a way that should theoretically not affect search accuracy (as the experiments has corroborated).

##### Approximate frequency information

Knowing precise frequency information is very informative for the adversary, as previously described. PSIB and BSIB naturally—as a byproduct of location uncertainty—provide approximate frequency information. However, PSIP and PSIF must be explicitly instructed to approximate frequencies.

This constitutes an advantage for PSIP and PSIF, especially since it may be precisely controlled, e.g., give each trapdoor’s frequency a particular range of uncertainty.

##### Approximate location information

Knowing precise location information is very informative for the adversary, as previously described. This is controlled by location uncertainty. Note that PSIF does not store location information, so this parameter is not applicable to it.

# Experiments

Our experiments are intended to explore how one or more inputs relates to one or more outputs. To keep things simple, our experiment designs consist of changing one input (while the other inputs are held constant) and observing how one or more outputs respond with respect to the change in the given input.

## Inputs

* Secure index. The type of secure index. It is either PSIB, PSIF, PSIP, or BSIB. In most of the experiments, multiple secure indexes and their respective outputs are compared to one another.
* Documents (documents/corpus). Number of documents in the corpus. A variable corpus size should effect most outputs in a linear way, e.g., MinDist\* lag time should depend linearly on the number of documents (assuming documents are of fixed size). However, MinDist\* scoring and BM25 scoring may be effected in a non-linear way, thus we make this variable to see how such outputs respond.
* Pages. The number of pages in each document in the corpus. A variable page count will be used to see how each *secure index* scales with document size with respect to a number of parameters.
* Terms/query. The number of terms in a query, where a term is either a keyword or an exact phrase.
* Words/term. The number of words in each term.
* Secrets. Number of secrets that can be used to search for query terms in the secure index database.
* Obfuscations. This input is used in two different senses. In the context of the attack simulation, this input refers to the number of unique obfuscations; otherwise, it refers to the number of obfuscated terms added to a query.
* Query history size
* Obfuscation rate. In history attack simulations, obfuscation rate refers to the probability that a random term in the history set will be an obfuscated term. This is the parameter that, in practice, will also be used by the client’s hidden query constructor, i.e., add obfuscations to hidden queries s.t. for large hidden query histories:
* Location uncertainty. Unigram or bigrams in the document have exact positions. Exact positions reveal too much information about the contents of the document; thus, positions should only be known approximately. Location uncertainty refers to range of uncertainty (in word positions) of a term’s true location. See section 4.3.2.
* False positive rate. A word not in a secure index document will have a probability (the false positive rate) of testing positively as belonging to it. This probability can be controlled by increasing or decreasing the input for false positive rate. On the one hand, a low false positive rate should improve search accuracy; on the other hand, a high false positive rate should improve confidentiality (e.g., more difficult for an adversary to reconstruct the document). See section 4.3.2.3.
* Vocabulary size
* Location Error
* Minimum pairwise distance error

## Outputs

* Secure index size. The size (e.g., bytes) of the secure index database for a corresponding corpus (collection of documents).
* Build time. Time taken to build the secure index database for a given corpus.
* Load time. Time taken to load a secure index database for a given corpus.
* Boolean search precision. Proportion of retrieved documents relevant to the Boolean search (all of the terms must be in a relevant document). See section 4.2.1.
* Boolean search recall. Proportion of relevant documents retrieved. See section 4.2.1.
* BM25/MinDist\* rank-ordered MAP. See section 4.2.4.
* BM25/MinDist\*/Boolean search lag time. Time taken for the corresponding kind of query to complete.
* Compression ratio
* Accuracy

## Platforms

|  |  |
| --- | --- |
| *Machine A* |  |
| Operating System | Windows 7 Service Pack 1 |
| Processor | AMD A6-6400K APU 3.9GHz |
| Installed memory (RAM) | 8.00 GB |
| Storage Device | Kingston SSDNow V300 Series SV300S37A/60G 2.5" 60GB SATA III SSD |
| Compiler | Visual Studio 2013; 32-bit target; command line = ” /MP /GS /GL /W3 /Gy /Zi /Gm- /O2 /fp:precise /GF /GT /WX- /Zc:forScope /arch:SSE2 /Gd /Oy- /Oi /MD” |

## Global parameters

* The number of unique words per corpus (corpus dictionary) is fixed at words. The unique words in the dictionary follow a Zipf distribution, and they are randomly generated with an average length of alphabetic characters. Such a dictionary is uniquely constructed for each trial of every experiment.
* For BM25 scoring, parameter is set to and parameter is set to . As discussed in section 4.2.2, these are typical values.
* Each document of size ( words) in the corpus separately samples unique words from the corpus dictionary, conforming to Heap’s law with and . Once unique words are sampled, they are renormalized to make them into a proper distribution. It is this distribution that is used to generate the sequence of words for a document.  
    
  We did this with the intention of making each document approximately follow a Zipf distribution, but with a different subset of words to account for different authors with different but overlapping vocabularies. In hindsight, it would have been sufficient (and perhaps preferable) to have simply sampled n words directly from the corpus dictionary.
* When calculating the outputs for a given input we always use a query set consisting of 30 queries. We then average the outputs over all of those queries where appropriate.
* For each query term in a query in a query set, we seed a document in the corpus with that term with probability p = 0.2 except where otherwise noted. Thus, for a query with terms, the probability that one or more of its terms occurs in the document is . For , ; for , . Thus, if a query consisting of terms seeds a corpus of size , then on average documents will be seeded with the query term.   
    
  In general, this should mean when doing a mean average precision calculation, the expected number of documents relevant to a query with terms will be . The remainder should be non-relevant, i.e., MAP scores of , which means it is irrelevant how they are ranked and can thus be ignored in the mean average precision calculation. Of course, if the secure index does score them with a score of non-zero, that is a sign of a false positive, and should and does subsequently degrade the MAP score. This happens with probability for those documents which are nonrelevant—on average, for a query with terms, this will happen times. For , , , and , it is expected to be approximately times.  
    
  To clarify, when calculating a MAP score, we include as many documents for scoring in the ranked list as there are non-zero scores for retrieved ranked documents.  
    
  Once a document is targeted to be seeded by a given query term, all such occurrences of the term will occur within a window size of except where otherwise noted.  
  Finally, the number of occurrences of the term within that window will be .
* When measuring precision, MinDist\* MAP, or BM25 MAP, each query in the query set (as previously mentioned, there are queries per query set in total) is submitted 10 times for the block-based secure indexes, and the average of those MAP scores is taken to be the actual output.

## Adversary simulation results

In this experiment section, we explore how effective a simulated adversary is at compromising query privacy using the maximum likelihood attacks described in section 4.3.1.2.

### Obfuscations vs Accuracy

Figure 11

|  |  |  |
| --- | --- | --- |
| Experiment Details | | |
| Input | unique obfuscations (unique strings in the uniform distribution being sampled from) |
| Output | accuracy (proportion of hidden terms correctly mapped to the corresponding plaintext term) | |
| Constants | 1 secret  50 word search vocabulary (every query is composed from the same 50 unique search terms)  50,000 query term history (to be used as data points in MLE)  150,000 samples (in the Monte Carlo simulation to approximate MLE) | |

In this experiment, we are interested in seeing how accurately a hypothetical adversary, using maximum likelihood estimation, can learn a mapping from hidden terms to plaintext query terms with respect to the unique number of obfuscations for several obfuscation rates (which is just the probability that a random query term will be an obfuscated term). Whenever an obfuscation is injected into a query, we sample the obfuscated term from a discrete uniform distribution consisting of unique strings. See section 4.3.1.

From the graph, one may conclude that for a given obfuscation rate, there comes a point at which increasing the number of unique obfuscations has little effect on mitigating the adversary. The lower the obfuscation rate, the sooner this point is reached. Additionally, the lower the obfuscation rate, the larger the adversary‘s limiting accuracy as n goes to infinity.

For high obfuscation rates, it is a mistake to let the number of unique obfuscations be small. We imagine the reason for this is related to the fact that the obfuscations will tend to have a higher frequency than most of the real terms if is larger than the probability for most real terms. Thus, mapping a non-obfuscated hidden term to the obfuscation class will cause the likelihood of seeing the given history much lower. This presents another area to explore. Instead of sampling the obfuscated terms from a uniform distribution, sample them from a distribution, which is designed to resemble, in some way, the real distribution s.t. incorrect mappings are less penalized in the MLE calculation.

Figure 12

In Figure 14, we see that (with the same fixed constants as before) the optimal combination of number of obfuscated terms and obfuscation rate—the combination that minimizes the adversary’s prediction accuracy—is obfuscated terms and obfuscation rate

### Secrets vs Accuracy

Figure 13

|  |  |  |
| --- | --- | --- |
| Experiment Details | | |
| Input | secrets |
| Output | accuracy (proportion of hidden terms correctly mapped to the corresponding plaintext term) | |
| Constants | 0 obfuscations  50 word search vocabulary (every query is composed from the same 50 unique search terms)  50,000 query term history (to be used as data points in MLE)  150,000 samples (in the Monte Carlo simulation to approximate MLE) | |

In this experiment, we are interested in seeing how effective secrets are at mitigating the adversary discussed in section 4.3.1.2. Increasing secrets does seem to mitigate the adversary’s MLE attack at little to no cost to MAP accuracy and query lag time (except for BSIB’s lag, but only slightly). However, it does cost in terms of inflating the secure index size (see experiment 5.5.7).

Additionally, the marginal value of secrets has diminishing returns. Eventually, there comes a point where it hardly makes a difference at all, but you are likely to run out of memory space before that happens.

It is worthwhile pointing out that the secrets for a given term are sampled from a discrete uniform distribution. This probably limits the effectiveness of having secrets. The adversary may be able to infer the underlying plaintext distribution using big data and statistics, but the adversary cannot know (just as with obfuscations) the distribution of an individual user’s secret distribution which may be randomly re-defined periodically (not only an unknown distribution, but a moving distribution). Indeed, each user can have their own way of sampling secrets (and the same is true for sampling obfuscated terms). We expect that any experimental outcomes that do this would look even more promising.

### History Samples vs Accuracy

Figure 14

Figure 15

|  |  |  |
| --- | --- | --- |
| Experiment Details | | |
| Input | secrets, history size |
| Output | accuracy (proportion of hidden terms correctly mapped to the corresponding plaintext term) | |
| Constants | 0 obfuscations or obfuscation rate = 0.2  50 word search vocabulary (every query is composed from the same 50 unique search terms)  150,000 samples (in the Monte Carlo simulation to approximate MLE) | |

As the number of query samples (history) increases, so too does the predictive accuracy of the adversary as expected; the more data the adversary has to learn the model (the mapping from hidden terms to plaintext terms), the more accurate the model should be.

Indeed, in Figure 15, for a history size of 512k, if only using one secret the adversary has a 93% accuracy rate. Increasing the number of secrets to 16 reduces the adversary’s accuracy rate to 36%. This is certainly an improvement, but preferably, it would be lower yet. Granted, this is a toy problem; there are only 50 words in the user’s search vocabulary, for instance. However, according to equation for the curve representing 512k history samples, we would need over 700 secrets to reduce the adversary’s accuracy to 10%. Since secrets inflate the size of the index, this is not a viable option.

However, as discussed elsewhere, if the secrets were not sampled uniformly, much better results could probably be realized. And, of course, secrets may be combined with obfuscations without inflating the secure index size.

### Vocabulary Size vs Accuracy

|  |  |  |
| --- | --- | --- |
| Experiment Details | | |
| Input | vocabulary size |
| Output | accuracy (proportion of hidden terms correctly mapped to the corresponding plaintext term) | |
| Constants | no obfuscations  150,000 samples (in the Monte Carlo simulation to approximate MLE) | |

We see that as the vocabulary size increase, as expected in general less accuracy is achieved. Also as expected, we see that more secrets also consistently degrades the accuracy of the attack.

## Secure index results

In this experiment section, we comprehensively compare and anlyze the performance of the different secure index types on a number of inputs

### BM25 MAP “Page One” Results

Figure 8

|  |  |  |
| --- | --- | --- |
| Experiment Details | | |
| Input | location uncertainty vs BM25 Top 10 MAP (first page of results) |
| Output | BM25 Top 10 MAP | |
| Constants | 1 secret  0 obfuscations  0.001 false positive rate  1000 documents (documents/corpus)  1 or 2 words/term  3 terms/query  16 pages | |
| Testbed | machine A | |

This is the “page one” Google test. Search users do not want to dig through multiple pages to find what they want. Indeed, studies have shown that Google’s second page of results only receives 1.5% of click-through rate.

In this experiment, we get the top 10 results according to the canonical index, and then get the top 10 results each secure index and restrict the mean average precision to only those top 10. This is a much more demanding measure than taking the mean average precision over all of the results.

In Figure 9, we return 10 random documents out of 250 documents and then calculate its MAP score (note that the real experiment is even more unforgiving since it draws the top 10 results from 1000 documents). Here is a histogram of the results; note that over 90% of the results have a MAP between 0.0 and 0.1.

Compare the random results with the results returned from the secure indexes. They all do remarkably well—clearly much better than random (no trial out of the millions tested had a score higher than 0.4 in the random tests, while no trial had a score less than 0.7 on the secure index tests). PSIP and PSIF came out on top, as expected, since they can optionally preserve perfect frequency information for words (unigrams and bigrams) in the document (although false positives are still possible). Indeed, they rarely scored under 95%. Also, note that PSIP and PSIF are independent of location uncertainty—PSIF does not even store location information, and PSIP’s frequency information is independent of the location uncertainty.

The block-based indexes, PSIB and BSIB, also do quite well, although their scores expectedly trail off as the location uncertainty increases.

Figure 9

### MinDist\* “Page One” Results

Figure 10

|  |  |  |
| --- | --- | --- |
| Experiment Details | | |
| Input | location uncertainty vs MinDist\* Top 10 MAP (first page of results) |
| Output | MinDist\* Top 10 MAP | |
| Constants | 1 secret  0 obfuscations  0.001 false positive rate  1000 documents (documents/corpus)  1 or 2 words/term  3 terms/query  16 pages | |
| Testbed | machine A | |

Once again, we see PSIP pulling ahead. However, discouragingly, no matter which secure index is chosen, location uncertainty must be quite modest for MinDist\* to achieve competent scores.

The MinDist\* measure is more sensitive to location uncertainty than BM25 is to frequency uncertainties. This makes sense. When two terms are only separated by a couple of words, they are likely mutually relevant, but as the distance between them grows they rapidly decrease in mutual relevance. MinDist\* captures this intuition: it only scores documents high when they contain the terms (in the query) at a sufficiently close distance.

However, when location uncertainty is moderately large, two terms that are approximated to be only a couple words apart may actually be much further apart (even pages apart). This can have a large, negative impact on the MinDist\* ranked output. Unfortunately, large location uncertainties are desirable for confidentiality—see Document confidentiality leaks -- reconstructing documents from secure index information on page 39 for more on this.

Despite these observations, the secure indexes—especially PSIP—still do reasonably well (e.g., they do much better than random chance, as demonstrated by Figure 9). Moreover, encrypted search users will probably be more willing to dig deeper into the results to find what they are searching for.

Note that the intuition behind MinDist\* proximity sensitivity is the primary motivation for PSIM (PsiMinPair), which can (optionally) preserve perfect min-pairwise distance information for terms in the document that are up to words apart.

### Secrets vs Compression Ratio, Build Time, and Load Time

Figure 16

Figure 17

Figure 18

|  |  |  |
| --- | --- | --- |
| Experiment Details | | |
| Input | secrets |
| Output | compression ratio (ratio of secure index size to document size), load time, build time | |
| Constants | 12 pages  256 location uncertainty | |

The only outputs secrets affected were build time, load time, and secure index size. For PSIB and PSIF, load time is nearly constant with respect to secrets. However, all of the secure indexes flatten out as the secrets increase (as they do for build time, also).

The compression ratio output is linear with respect to the number of secrets; this certainly makes sense, as each secret variation of each term will be dedicated a constant number of bits.

### False Positive Rate vs BM25 MAP and Precision

Figure 19

|  |  |  |
| --- | --- | --- |
| Figure 20  Experiment Details | | |
| Input | pages (~250 words/page) |
| Output | BM25 MAP, precision | |
| Constants | 12 pages  1 term/query  1 or 2 words/term  1 secret  0 obfuscations  128 location uncertainty  0.001 false positive rate  1000 documents (documents/corpus) | |
| Testbed | machine A | |

While not much space is saved by decreasing the false positive rate, the primary advantage in having a high false positive rate is its effect on confidentiality. The higher the false positive rate, the less certain the information in the secure index is. See section 4.3.2.3 for more analysis.

On the one hand, Figure 19 paints an encouraging picture for BM25 scoring. Indeed, false positives occurring even a quarter of the time on negative examples still result in a BM25 MAP of . And this is only for term/query and or words/term; BM25 tends to perform better when given more terms, as other experiments demonstrate.

On the other hand, Figure 20 paints a less encouraging picture for precision (Boolean search). If false positives occur a quarter of the time here, only accuracy is achieved. Compared to precision, BM25 is far less sensitive to the false positive rate. This makes sense; if a false positive happens when measuring precision, it will admit a term that should not be included in the result set, which will certainly effect its precision negatively. However, BM25 is ranking the documents. Thus, even if a document is falsely hitting on a search term, it is the order that counts—how the document is ultimately ranked.

For instance, since BM25 scoring accounts for “rarity” (see section 3.4.3.1), other documents in the corpus will also falsely hit on the term with probability[[34]](#footnote-40), which will cause the false hit to not be very discriminating—that is, it is not rare in the corpus since of the documents have it.

### Obfuscations vs BM25

Figure 21

Figure 22

Figure 23

|  |  |  |
| --- | --- | --- |
| Experiment Details | | |
| Input | Obfuscations (per query) |
| Output | BM25 MAP, BM25 lag | |
| Constants | 1 secret  256 location uncertainty  12 pages  0.001 false positive rate  1000 documents (documents/corpus)  1 term/query, 1 or 2 words/term *or* 6 terms/query, 6 words/term | |
| Testbed | machine B | |

In Figure 21, we plot obfuscations versus BM25 MAP on a rather large type of query—6 terms/query, 6 words/term. PSIP and PSIF perform very close to 100% and each additional obfuscation per query only reduces BM25’s MAP score by 0.005%. PSIB and BSIB also do well and remain largely unaffected by the obfuscated terms as well.

Figure 22 reveals that every obfuscated term added to the query increases the BM25 lag time by 0.014 milliseconds. Note that this lag time cannot be directly compared with the lag time reported in other BM25 experiments, as this experiment was conducted by a different machine (see Platforms on page 44 for more information on the machines). However, it does not seem unreasonably slow. Also, note that every one of the queries is slow compared to smaller, more typical queries performed in other experiments.

Finally, Figure 23 shows BM25 MAP on a more modest set of queries consisting of 1 term/query and 1 or 2 words/term. This results in an across the board reduction in the BM25 MAP score. However, as discussed elsewhere, in that BM25 generally does better on more complicated queries. Unfortunately, each additional obfuscated term injected into the query also has a larger negative impact on the BM25 MAP score, i.e., -0.013 vs -0.005.

### Obfuscations vs MinDist\*

Figure 24

Figure 25

|  |  |  |
| --- | --- | --- |
| Experiment Details | | |
| Input | Obfuscations (per query) |
| Output | MinDist\* MAP | |
| Constants | 1 secret  256 location uncertainty  12 pages  0.001 false positive rate  1000 documents (documents/corpus)  6 terms/query, 1 or 2 words/term | |
| Testbed | machine B | |

Earlier attack simulations demonstrated the effectiveness of obfuscations in mitigating attacks. Judging by Figure 24, increasing obfuscations have almost no effect on MinDist MAP scores. This is certainly welcome news—we can exploit obfuscations without incurring much, if any, loss in MinDist\* accuracy.

Figure 25 shows a linear relationship between obfuscations and MinDist\* lag time. This makes sense; it is essentially the same increase in lag time expected from any additional query terms—obfuscated terms or otherwise.

Note that PSIP is pulling ahead in a majority of the benchmarks measuring lag time or mean average precision. This was expected; subsequent experiments will expand on why this is happening.

### Pages vs Secure Index Size

Figure 26

Figure 27

|  |  |  |
| --- | --- | --- |
| Experiment Details | | |
| Input | pages (~250 words/page) |
| Output | secure index size (bytes) | |
| Constants | 1 secret  256 location uncertainty  0.001 false positive rate  1000 documents (documents/corpus) | |
| Testbed | machine A | |

As discussed elsewhere, PSIB is optimized for smaller documents. For PSIP and BSIB, every page is approximately 1700 and 1500 bytes respectively; their secure index sizes are linearly dependent upon their page counts.

However, as demonstrated by Figure 27 and Figure 28 , the sparse bit vector representation used in the PSIB does well for small to moderate pages, but explodes as the pages increase past a certain point (~100 pages). It is quadratic with respect to page count rather than linear. For small page counts, the squared component is dominated by the linear component, but for large page counts the squared component dominates.

The point of intersection between PSIB and BSIB is ~50 pages. This is the size of a relatively large document; for larger documents (e.g., books) with more than 50 pages, it may be advisable to (automatically) segment them into smaller chunks.

### Blocks vs Secure Index Size

Figure 28

Figure 29

|  |  |  |
| --- | --- | --- |
| Experiment Details | | |
| Input | blocks (block segments per document) |
| Output | secure index size (bytes); compression ratio (ratio of secure index size to document size) | |
| Constants | 1 secret  256 location uncertainty  0.001 false positive rate  1000 documents (documents/corpus) | |
| Testbed | machine A | |

In the previous experiment, we examined how page count affected secure index size while location uncertainty was held constant at . This had the effect of increasing the number of blocks per PSIB and BSIB as the page count increased. This motivates us to consider how the block count per PSIB and BSIB are affects secure index size.

In Figure 28, we see that the lines for PSIB and BSIB cross at blocks. If the primary metric of interest is secure index size (as measured by memory allocation size), this point of intersection represents a dividing line. To the left of the line, PSIB is preferable; to the right of the line, BSIB is preferable. Note, however, that PSIB retains its significant advantage in other outputs, like query lag times.

In Figure 29, we see that for a small number of blocks, PSIB is a small fraction—a quarter—the size of the actual document. However, it grows linearly as the block count increases. On the other hand, BSIB converges (to a first approximation) to a constant factor of the size of the document as the block count increases.

A high block count is ideal for MinDist\* and BM25 MAP accuracy—it reduces the location uncertainty—but there is a trade-off between such accuracy and the amount of information leaked about the document.

PSIP does not represent a document as blocks; it represents a document as postings lists. Thus, location uncertainty can be adjusted to any desired value and PSIP’s file size (and query lag times) will remain the same.

### Documents (per corpus) vs Corpus Secure Index Size

Figure 30

|  |  |  |
| --- | --- | --- |
| Experiment Details | | |
| Input | documents (per corpus) |
| Output | corpus secure index size (bytes) | |
| Constants | 1 secret  16 pages (per document)  250 location uncertainty  0.001 false positive rate | |
| Testbed | machine A | |

For a reasonably large document consisting of pages ( words, words/page), we see that the average document is kilobytes for PSIB, kilobytes for PSIP, and kilobytes for PSIP. Note that, with that many pages and with that location uncertainty, the blocks per document is for PSIB and BSIB; this is under the threshold of blocks under which PSIB is superior to BSIB.

For a corpus of nearly documents, the total corpus size is a little over MB; the original corpus was MB.

### Pages vs Build Time

Figure 31

Figure 32

|  |  |  |
| --- | --- | --- |
| Experiment Details | | |
| Input | pages (~250 words/page) |
| Output | build time (milliseconds) | |
| Constants | 1 secret  256 location uncertainty  0.001 false positive rate  1000 documents (documents/corpus) | |
| Testbed | machine A | |

In this experiment, we are interested in seeing how page count ( words/page) affects secure index build time. The byte-size of the document is less important than its page count. BSIB is nearly twice as slow as PSIB and PSIB, but even BSIB is only milliseconds per page.

None of the secure indexes are unreasonably slow; even a document consisting of pages takes only a fraction of a second to build. Indeed, the PSIB can build a page document in only a second. And, as discussed later, there are significant performance improvements that could be easily realized, e.g., replacing unnecessary cryptographic SHA256 re-hashes with non-cryptographic hash functions.

### Documents (per corpus) vs Build Time

Figure 33

|  |  |  |
| --- | --- | --- |
| Experiment Details | | |
| Input | documents (per corpus) |
| Output | corpus build time (milliseconds) | |
| Constants | 1 secret  16 pages (per document)  250 location uncertainty  0.001 false positive rate | |
| Testbed | machine A | |

The time to build a corpus consisting of reasonably large page documents is milliseconds per document for PSIB, milliseconds for PSIP, and milliseconds for BSIB.

In the previous experiment, we plotted page size vs build time. The line of best fit for ; for PSIP, the line of best fit was build time ≈ 1.36 ∙ pages + 5.5; finally, for BSIB, the line of best fit was . Each one of these lines of best fit competently predicts the slopes in Figure 33.

### Pages vs Load Time

Figure 34

|  |  |  |
| --- | --- | --- |
| Experiment Details | | |
| Input | pages (~250 words/page) |
| Output | load time (milliseconds) | |
| Constants | 1 secret  256 location uncertainty  0.001 false positive rate  1000 documents (documents/corpus) | |
| Testbed | machine A | |

In this experiment, we are interested in seeing how page count affects secure index load time. Interestingly, PSIB (and to a greater extent although not shown here, PSIF) is nearly constant when representing documents from page to pages; page documents take only milliseconds to load raw from disk.

The other two perform less impressively. With respect to PSIP, we did not make much of an effort to optimize it. For instance, we load a term’s postings list as a vector of varints[[35]](#footnote-41), which incurs significant vector construction overhead as the number of terms in the document increases. More efficient representations of posting lists—in terms of both construction overhead and compression ration—are discussed in section 4.1.3.5. With respect to BSIB, as the document size increases, the overhead of de-serializing a larger number of Bloom filters may take a toll. However, the serialization seems otherwise efficient.

### Documents vs Load Time

Figure 35

|  |  |  |
| --- | --- | --- |
| Experiment Details | | |
| Input | documents (per corpus) |
| Output | corpus load time (milliseconds) | |
| Constants | 1 secret  16 pages (per document)  250 location uncertainty  0.001 false positive rate | |
| Testbed | machine A | |

The time to load a corpus consisting of reasonably large page documents is milliseconds per document for PSIB, milliseconds for PSIP, and milliseconds for BSIB.

In the previous experiment, we plotted page size vs load time. The line of best fit for ∙ . Plugging in , we get a prediction of milliseconds, which accurately matches the actual slope in Figure 35. The same is approximately the same for the other two secure indexes as well.

### Pages vs MinDist\* Lag Time

Figure 36

|  |  |  |
| --- | --- | --- |
| Experiment Details | | |
| Input | pages (~250 words/page) |
| Output | MinDist\* lag time (milliseconds) | |
| Constants | 1 secret  0 obfuscations  256 location uncertainty  0.001 false positive rate  2 terms/query  1 or 2 words/term | |
| Testbed | machine A | |

In this experiment, we are interested in seeing how page count affects MinDist\* lag time. BSIB is unique among the secure indexes in that MinDist\* lag time is linearly dependent upon page count; every additional page incurs milliseconds.

For large documents (more specifically, for documents with a large number of block segments), BSIB performs poorly on this measure. This is the expected outcome. For a fixed location uncertainty, as the page count increases the document must be segmented into more blocks and therefore, because every block is assigned a Bloom filter, more Bloom filters must be queried (i.e., more hash functions must be evaluated). Since each Bloom filter hash function evaluation requires a constant amount of time, all query lag times—MinDist\* included—are dependent upon the number of hash functions that must be evaluated per document.

For a page document, the lag time is nearly milliseconds. If the corpus consists of a million such documents, this operation would require nearly seconds to complete. This is certainly impractical.

The PSI-based secure indexes, to a first approximation, take only a small constant amount of time with respect to page count. However, the constant—while small—will have scalability issue as corpus size grows to many thousands of documents. For instance, a corpus consisting of a million documents would require nearly ~20 seconds to complete. Even PSIP, the fastest secure index on this benchmark, would require ~7 seconds to complete.

None of them is below the one-second mark for the million-document example; one-second response times are often considered the maximum delay a typical user will tolerate, and the network latency time is not even being factored into this measure. Of course, secure indexes do not represent the typical use case—the services provided by secure indexes are not without cost—simply evaluating cryptographic hashes is computationally demanding, and we perform at least one of those per query term per document. Moreover, the slowed response times are far better than the alternative of downloading the entire corpus, decrypting the documents, and then conducting local searches on them.

There are a couple of immediately obvious ways to improve the computational efficiency of query operations like MinDist\*. First, each secure index in the database re-hashes the hidden query’s unigram and bigram terms with SHA256. While the re-hashing operation is desirable to ensure that a cryptographic hash of a term in one secure index looks nothing like the cryptographic hash of the same term in any other secure index, using SHA256 to perform the re-hashing is overkill; after all, the hidden query itself has already been transformed using SHA256.

According to our benchmarks, each evaluation of SHA256 takes ~0.0024 milliseconds on machine A. This is significant; a single SHA256 hash consumes one-third the total time taken, on average, to complete a PSIP MinDist\* query (per secure index) consisting of two terms per query and one or two words per term. In fact, milliseconds are required for each trapdoor in the query. While the secure indexes short-circuit processing queries where appropriate (in this experiment consisting of two terms per query, they can at most avoid processing one term per query per document), it is clear that significant savings could be realized by using an orders-of-magnitude faster non-cryptographic hash function without any loss in confidentiality.

Another way to speed up query processing is through parallel programming techniques. Each query can be independently queried so this is an *embarrassingly parallel* problem and performance scales linearly with core count. Given N cores, PSIP MinDist\* query lag time would be milliseconds. It could complete the MinDist\* query operation against a million documents in less than a second given cores.

BSIB would require around cores to get under the one-second mark on a million documents consisting of pages per document. Using Bloom filters in the ways that have been previously proposed does not seem to be practical at scale. When we include some optimizations, like replacing the slow cryptographic SHA256 re-hash with a fast hash and incorporate memorization or caching (as discussed in), it may still work at scale in practice.

### Location Uncertainty vs Location Error

Figure 37

|  |  |  |
| --- | --- | --- |
| Experiment Details | | |
| Input | location uncertainty |
| Output | average absolute location error | |
| Testbed | machine A | |

MinDist\*, discussed at length in section 4.2.3, relies on a secure index’s approximate location information to calculate minimum pairwise distances for query terms in the given document (or, in the case of PSIM, the approximate minimum pairwise distance information is directly encoded into it). The less uncertain the location is, all things else being equal, the more accurate MinDist\* output will be (when compared to rank-ordered output of the canonical index with perfect information).

However, if the location information is too precise, a hypothetical adversary will have more success at inferring the contents of the document (see section 4.3.2 on document confidentiality leaks). Thus, the word positions must be uncertain—e.g., only reporting that a word falls within some range (block), as PSIB and BSIB do, scrambling the positions in some random way, as PSIP does, or directly encoding the minimum pairwise distances, as PSIM does.

In this experiment, we are interested in observing the expected location error for block-based secure indexes (PSIB and BSIB) and scrambled postings (PSIP)[[36]](#footnote-42)— and . Figure 37 clearly shows that the block-based secure indexes result in the greatest loss of accuracy. This was expected since terms are assigned uncertainty ranges—block ranges—that are not centered on their true positions. The other two (either of which may be used by PSI5.5.19P), and , are named after the PDFs they sample their position offsets from: uniformly samples an integral offset from , where is equal to the location uncertainty, and samples from the triangular distribution with a mean and mode equal to the true position and a base also of length . The triangular distribution has the least variance of the three, so naturally it has the least amount of error of the tree.[[37]](#footnote-43)

These results are significant in light of our analysis in section 4.3.2, which suggests that block-based approaches as represented by PSIB and BSIB are significantly easier for a hypothetical adversary to compromise compared to centered approaches as represented by PSIP.

### Location Uncertainty vs Minimum Pairwise Distance Error

Figure 38

|  |  |  |
| --- | --- | --- |
| Experiment Details | | |
| Input | location uncertainty |
| Output | average minimum pairwise distance error | |
| Testbed | machine A | |

In this simulation, instead of estimating the expected absolute location error for a term, we calculate the expected average minimum pairwise distance error. This error is expected to be greater since there are two terms with uncertain locations instead of one, but the ratio of the errors between the three outputs are the same as in experiment 5.5.19.

This output, minimum pairwise distance, is the primary input for MinDist\*, a proximity measure described in section 4.2.3. The lower the error, the more accurately the corresponding secure index should perform on MinDist\* benchmarks, which is confirmed in subsequent experiments.

### Location Uncertainty vs MinDist\* MAP

Figure 39

Figure 40

|  |  |  |
| --- | --- | --- |
| Experiment Details | | |
| Input | location uncertainty |
| Output | MinDist\* MAP | |
| Constants | 1 secret  0 obfuscations  1000 documents (per corpus)  0.001 false positive rate  3 terms/query  1 or 2 words/term | |
| Testbed | machine A | |

As location uncertainty converges to 0, all of the secure indexes converge to the same MinDist\* MAP, which is approximately a score of 0.95. However, as location uncertainty increases, PSIP quickly diverges from the other two. These results reinforce the analysis in section 5.5.20.

Moreover, PSIB and BSIB do not scale well to large numbers of blocks (recall that location uncertainty is inversely proportional to the number of blocks in PSIB and BSIB). If the chosen parameters for MinDist\* flatten out its curve, i.e., it is made to be less sensitive to small changes in location uncertainty (or the documents are reasonably small), PSIB and BSIB are competitive choices for MinDist\*. Otherwise they are not well suited to it compared to PSIP. However, note that they may effectively enable other search criteria, e.g., Boolean proximity search (see 0).

### Pages vs BM25 Lag Time

Figure 41

Figure 42

|  |  |  |
| --- | --- | --- |
| Experiment Details | | |
| Input | pages (~250 words/page) |
| Output | BM25 lag time (milliseconds) | |
| Constants | 1 secret  0 obfuscations  256 location uncertainty  0.001 false positive rate  2 terms/query  1 or 2 words/term | |
| Testbed | machine A | |

In this experiment, we are interested in seeing how page count affects BM25 query lag time. Pages vs BM25 lag time shows a similar pattern to pages vs MinDist\* lag time. However, note that BM25 is slower. The reason for this is related to a technicality in the implementation of the BM25 algorithm. Specifically, the implementation queries secure indexes twice for each query term; once for calculating the number of documents which contain a given query term, and once for calculating the frequency of the given query term per document.

The implementation of the BM25 algorithm can be streamlined to only require a single query per document. Moreover, as mentioned in section 6.4 on caching, many of these computations can be memoized. In practice, this can be expected to save a significant amount of work.

As shown by Figure 41 and Figure 42, BM25 lag time for PSIB and PSIP are, to a first approximation, independent of page count.

### Location Uncertainty vs BM25 MAP

Figure 43

Figure 44

|  |  |  |
| --- | --- | --- |
| Experiment Details | | |
| Input | location uncertainty |
| Output | BM25 MAP | |
| Constants | 1 secret  0 obfuscations  0.001 false positive rate  3 terms/query (Figure 43), 2 terms/query (Figure 44)  1 or 2 words/term  1000 documents (per corpus)  16 pages (per document) | |
| Testbed | machine A | |

In this experiment, we are interested in seeing how location uncertainty effects BM25 MAP. In Figure 43 and Figure 44, PSIP and PSIF track each other perfectly, as do PSIB and BSIB. PSIP and PSIF preserve, if desired, perfect frequency information for unigrams and bigrams (although false positives on negative examples are still possible), and this is independent of location uncertainty in PSIP (and PSIF does not store location information).

PSIB and BSIB approximate a term’s frequency by counting how many of the blocks it appears in. The more blocks (the lesser the location uncertainty), the more accurately it approximates the true frequency. Indeed, in Figure 43, we see that as location uncertainty converges to , all of the secure indexes converge to the same BM25 score.

Also, notice that compared to Figure 43, Figure 44 is less accurate for a given location uncertainty for all of the secure index types. The reason for this has to do with the fact that Figure 43 has more terms per query. It seems to be the case that the more terms per query, the less sensitive BM25 is to frequency approximation errors.

### Pages vs Boolean Lag Time

Figure 45

Figure 46

|  |  |  |
| --- | --- | --- |
| Experiment Details | | |
| Input | pages (~250 words/page) |
| Output | Boolean query lag time (milliseconds) | |
| Constants | 1 secret  0 obfuscations  256 location uncertainty  0.001 false positive rate  2 terms/query  1 or 2 words/term | |
| Testbed | machine A | |

As with every other output related to lag time, BSIB performs comparatively poorly—as expected. Note that Boolean queries do not rank documents; a document is either relevant to the query (in this case, for a document to be relevant it must contain all of the terms in the query—a Boolean AND operation) or it is non-relevant. This is the quickest kind of query.

Indeed, the time required to perform the excessive SHA256 re-hashing operation takes up the most significant portion of time. PSIB, PSIP, and PSIF (PSIF is not shown but it tracks PSIP) can complete this operation in approximately milliseconds, at least milliseconds of which is consumed by computing unnecessary SHA256 re-hashes. In other words, this is a nanosecond operation. This should allow a corpus of two million secure indexes to be searched by queries of this form in a second (not including the round-trip network delay).

With some of the other proposed performance enhancers, like caching and parallel computing, the simple Boolean query operation is extremely scalable. For documents of a typical length, e.g., less than pages, even BSIB performs acceptably.

### Secure Index Poisoning: Junk Terms vs Compression Ratio, BM25 MAP

Figure 47

Figure 48

|  |  |  |
| --- | --- | --- |
| Experiment Details | | |
| Input | Junk term percentage (what proportion of terms in secure index are fake) |
| Output | BM25 MAP, Compression ratio | |
| Constants | 16 pages  1000 documents (per corpus)  1 secret  0 obfuscations  256 location uncertainty  0.001 false positive rate  2 terms/query (only relevant for BM25 MAP)  1 or 2 words/term (only relevant for BM25 MAP) | |
| Testbed | machine A | |

As expected, BM25 is, to a first approximation, independent of junk term percentage. See section 4.3.2.4. Also as expected, the compression ratio does depend on junk term percentage. PSIB, PSIP, and PSIF grow non-linearly as the junk percentage increases, but at worst (when there are 50% junk terms) they are only approximately double the original size. We also see that PSIB and BSIB eventually cross over at around the 40% mark. Before 40%, PSIB has the advantage.

According to these results, we may choose to significantly poison the secure indexes by adding fake terms to mitigate the attacks described in section 4.3.2 with very little loss in accuracy and a moderate cost to size.

### Secure Index Poisoning: Frequency Percent Error vs Compression Ratio

Figure 49

Figure 50

|  |  |  |
| --- | --- | --- |
| Experiment Details | | |
| Input | Relative frequency percent error and junk percentage (same value) |
| Output | BM25 MAP | |
| Constants | 16 pages  1000 documents (per corpus)  1 secret  0 obfuscations  256 location uncertainty  0.001 false positive rate  1 or 2 words/term | |
| Testbed | machine A | |

The frequery error for PSIB and BSIB is implicitly dependent on location uncertainty and cannot be controlled precisely. Thus, we do not include their outs in this experiment.

In this experiment, we decided to change both the relative frequency error and the junk term percentage simultaneously for PSIP and PSIF. For PSIF, , but for PSIP . This explains why PSIP performs consistently better than PSIF, as it has a smaller relative error range. This was done due to time constraints; ideally, PSIP would have the same relative frequency error formula as PSIF, and it is expected once that was implemented in PSIP it would have the same response as PSIF on this experiment.

As shown in Figure 49, they both perform admirably. Even with a relative frequency error and junk percentage of 50%, they both do better than 90% when using 2 terms/query. When we decrease the terms per query to 1, they perform expectedly worse—indeed, at 50% error, PSIF reaches nearly 80% mean average precision.

Just as with experiment 5.5.25, we may choose to significantly poison these secure indexes to mitigate the attacks described in section 4.3.2 with only a modest loss in accuracy

### Compression Ratio (Secure Index Size to Document Size) vs BM25 MAP

|  |  |  |
| --- | --- | --- |
| Experiment Details | | |
| Input | compression ratio (ratio of secure index size to document size) |
| Output | BM25 MAP | |
| Constants | 1 secret  0 obfuscations  0.001 false positive rate  3 terms/query  1 or 2 words/term  16 pages  1000 documents (per corpus) | |
| Testbed | machine A | |

In this experiment, we are interested in seeing how the ratio of the secure index size to the original document size affects BM25 MAP accuracy.

PSIP and PSIF have the highest unconditional BM25 MAP score. However, PSIF accomplishes this at the best compression ratio. Of course, PSIF does not store location information, so it is not a fair comparison.

More comparable, PSIB and BSIB have much better compression ratios than PSIP, but at reduced accuracy. To a first approximation, PSIP has a constant BM25 score—as expected, since its size is independent of factors like location uncertainty.

### Compression Ratio (Secure Index Size to Document Size) vs MinDist\* MAP

|  |  |  |
| --- | --- | --- |
| Experiment Details | | |
| Input | compression ratio (ratio of secure index size to document size) |
| Output | MinDist\* MAP | |
| Constants | 1 secret  0 obfuscations  0.001 false positive rate  3 terms/query  1 or 2 words/term  1000 documents (per corpus) | |
| Testbed | machine A | |

In this experiment, we are interested in seeing how the ratio of the secure index size to the original document size affects MinDist\* MAP accuracy.

PSIP has the highest unconditional MinDist\* MAP score. However, PSIB and BSIB have much better compression ratios. In fact, PSIP has a nearly constant ratio (across a range of document sizes)—the only way to change its size is by changing the false positive rate or by poisoning it. Depending on how the poisoning is done, it can be made smaller (e.g., replacing multiple positions with a single mean position in a postings list) or larger (adding positions in a postings list or adding fake terms). This is both a positive and a negative, as PSIP is nearly (in these examples) always the same fraction of the original document’s size but is consistently the highest performer on MAP accuracy and lag time.

### Words/Term, Terms/Query vs BM25 Lag

|  |  |  |
| --- | --- | --- |
| Experiment Details | | |
| Input | words/term, terms/query |
| Output | MinDist\* Lag | |
| Constants | 1 secret  0 obfuscations  0.001 false positive rate  16 pages  2 terms/query  500 documents (per corpus) | |
| Testbed | machine A | |

As can be seen by the graphs, PSIB and PSIP have, to a first approximation, the same lag time with respect to words/term and terms/query. In fact, a good fitting equation for both PSIB and PSIP that accounts for both of these inputs—terms/query and words/term—is:

Indeed, PSIF would also have this formula. In general, the lag time is dominated by the cryptographic hash computations. As noted elsewhere, removing some of the redundant cryptographic re-hashing steps (and replacing them with a simple fast re-hashing step) would significantly reduce lag times.

Likewise, BSIB’s lag equation is:

It has nearly double the slopes with respect to both words/term and terms/query. Consequently, it is nearly twice as slow.

### Words/Term, Terms/Query vs BM25 MAP

|  |  |  |
| --- | --- | --- |
| Experiment Details | | |
| Input | words/term, terms/query |
| Output | BM25 MAP | |
| Constants | 1 secret  0 obfuscations  0.001 false positive rate  500 documents (per corpus)  16 pages | |
| Testbed | machine A | |

To a first approximation, the secure indexes BM25 output is constant with respect to words per term. However, their BM25 output does change with respect to terms per query. This makes sense, as BM25 is very sensitive to terms—and as previously shown, increasing the words/term only has a minor effect on precision and recall.

All of the secure indexes do quite well as the number of terms per query increases. PSIB and BSIB, as expected, track each other nearly exactly, while PSIP retains its lead on these sort of outputs.

### Words/Term, Terms/Query vs MinDist\* MAP

Figure 51

Figure 52

|  |  |  |
| --- | --- | --- |
| Experiment Details | | |
| Input | words/term |
| Output | MinDist\* MAP | |
| Constants | 1 secret  0 obfuscations  16 pages  0.001 false positive rate  2 terms/query  500 documents (per corpus) | |
| Testbed | machine A | |

In this experiment, we are interested in observing how MinDist\* is effected by words per term (two terms per query).

In Figure 51, PSIB and BSIB have, to a first approximation, a constant MinDist\* MAP score with respect to words/term. However, PSIP’s score improves as the words/term increases. This is expected; since the positions of words are scrambled about their true mean, and we take the midpoint[[38]](#footnote-44) of the minimum and maximum position of these words, that means the mid-point is more likely to be closer to the true mid-point.

In Figure 52, we see that as the terms per query increases, the MinDist\* MAP score for PSIB and BSIB improve, while PSIP seems to flatten after two terms per query.

### Words/Term vs Precision and Recall

Figure 53

|  |  |  |
| --- | --- | --- |
| Experiment Details | | |
| Input | words/term |
| Output | precision and recall | |
| Constants | 1 secret  0 obfuscations  0.001 false positive rate  16 pages  1 term/query  500 documents (per corpus) | |
| Testbed | machine A | |

For a term to be a false positive, one of the following conditions must be true (see section 4.1.3.2.2):

1. If the query term is a keyword, then its unigram is not in the document but due to the false positive rate of the secure index it is a positive hit.
2. If the query term is a phrase, and all of its bigrams are present in the document, then they are in the wrong order. This is a false positive caused by the biword model.
3. If the query term is a phrase, and not all of its bigrams are present in the document, then all of these non-present bigrams must be false positives.

Theoretically, a false negative can only occur if:

1. The query term is an n-gram, , and the secure index is a PSIB or a BSIB. If this is the case, a phrase may exist in the original document, but due to the way PSIB and BSIB filter out false positives, they may also filter out true positives on occasion since we only count a phrase as a hit if all of its bigrams are in a single block.

In this test, we are interested in observing how precision and recall behave in practice in light of the above points. Each query consists of one term, from one to six words per term. In Figure 53, as expected recall decreases the as the words/term increases for PSIB and BSIB. Additionally, precision increases when words/term increases. Point (3), above, explains why. It is less probable to get false positives than false positives. Mathematically:

where is the false positive rate on bigrams (and unigrams) and is the number of bigrams in the n-gram which are non-existent in the -gram phrase which a maximum of bigrams.

However, unexpectedly we do see some false negatives when the term consists of only one or two words—a single unigram or a single bigram. Theoretically, this should not happen. It is extremely minor, i.e., recall for this situation is over accurate, but we were expecting. We believe the problem is with the 3rd party perfect hash generator, but this would be a premature conclusion without further investigation.

### PSIM: Terms/Query vs MinDist\* MAP

|  |  |  |
| --- | --- | --- |
| Experiment Details | | |
| Input | Terms/query |
| Output | MinDist\* MAP | |
| Constants | 1 secret  0 obfuscations  0.001 false positive rate  4 pages  1 word/term  1000 documents (per corpus)  25 location uncertainty  exactly one occurrence of each term in each document  PSIM minimum pairwise distance threshold | |
| Testbed | machine A | |

In this experiment, we are interested in seeing how effective PSIM is compared to the other secure indexes on test cases in which all of the terms in the query are under PSIM’s maximum pairwise distance threshold.

Unexpectedly, its MinDist\* MAP output has a faster rate of degradation with respect to terms/query than the other secure indexes. Theoretically, this should not be happening given how we constructed the experiment, so we speculate this is due to an unidentified code defect. That said, it still does better on test cases with less than 5 terms per query, and significantly better on 2 and 3 terms per query test cases. In light of the small location uncertainty—only —this difference is significant. A location uncertainty of only is unlikely to provide much confidentiality for PSIB, PSIP, and BSIB, but PSIM does not depend on location uncertainty since it does not provide absolute location information.

As mentioned in section 4.1.3.6, we believe PSIM is most effectively used to add increased proximity sensitivity for nearby terms to existing secure indexes, like PSIB or BSIB.

### PSIM: Minimum Pairwise Distance Threshold vs MinDist\* MAP

Figure 54

|  |  |  |
| --- | --- | --- |
| Experiment Details | | |
| Input | distance threshold (*v*) |
| Output | MinDist\* MAP | |
| Constants | 1 secret  0 obfuscations  0.001 false positive rate  16 pages  1 word/term  2 terms/query  1000 documents (per corpus) | |
| Testbed | machine A | |

In this experiment, we are interested in observing how distance threshold () effects MinDist\* accuracy. According to Figure 54, on this particular test case, we converge to the optimal MinDist\* score when .

Note that the documents in the corpora consist of 16 pages, or 4000 words, and the terms in the queries were allowed to span over the entire document. Thus, whenever a pair of terms has a minimum distance larger than the threshold, a constant K is returned instead. Despite this, MinDist\* manages to do quite well, converging to nearly 100% accuracy for . The reason for this has to do with the intuition behind MinDist\*. Recall that two words 6 pages apart is only marginally better than two words 200 pages apart, while two words 3 words apart is significantly better than two words 10 words apart.

### PSIM: Minimum Pairwise Distance Threshold vs Compression Ratio

Figure 55

Figure 56

|  |  |  |
| --- | --- | --- |
| Experiment Details | | |
| Input | distance threshold (*v*) |
| Output | compression ratio | |
| Constants | 1 secret  0 obfuscations  0.001 false positive rate  16 pages  1 word/term  250 documents (per corpus) | |
| Testbed | machine A | |

In this experiment, we are interested in observing the actual output on plausible corpora. As the reader may recall, the space complexity of PSIM is upper-bounded by , where is the number of unique words in the document. Being quadratic with respect to the unique number of words is potentially a deal-breaker unless this worst-case scenario is not realized in practice.

In Figure 55, we see that for large , it converges to the worst-case theoretical space complexity. However, for small as shown in Figure 56, it has a compression ratio approximately between and . This is much more reasonable, making it a potentially attractive as described in section 4.1.3.6.4.

# Enhancements

## Set-theoretic queries

Set-theoretic queries are a simple extension of Boolean queries. Let the results (list of references) returned from Boolean search be sets, then the intersection (AND), union (OR), and complement (NOT) of them may be taken, e.g., .

All that a secure index needs to do in order to support set-theoretic query operators is to implement the interface. Thus, for each atomic query in a compound query, it will use this interface to retrieve the query’s result set and then apply set-theoretic operations on the result sets to implement AND, OR, and NOT.

For instance, to implement , find all documents in the corpus that are relevant to the atomic query and then take the complement of this result set, i.e., only include a document (from the corpus) in the complement set if it is not in the result set.

Furthermore, all other set-theoretic operators, like set difference, can be expressed in terms of AND, OR, and NOT[[39]](#footnote-45), e.g., . Note that to support arbitrary set-theoretic operations, the language should be defined by a recursive grammar. This will allow for applying operators to nested results. For a company like Google, this is not necessarily a practical option since they must support millions of queries per second on billions of documents, but it may be a practical option for an Encrypted Search cloud server.

### Set-theoretic query grammar

An example of a recursive grammar, expressed in BNF notation, for set-theoretic queries is:

|  |  |  |
| --- | --- | --- |
|  |  |  |

Table 3 BNF set-theoretic query grammar

## Fuzzy set-theoretic search

Fuzzy set-theoretic queries are an extension of classical (crisp) set-theoretic queries. Instead of operating on Boolean values, they operate on degree of membership values; a degree of membership value represents the degree (in the range ) to which something is a member of a set. At one extreme, a value equal to is equivalent to —e.g., a document is completely relevant to a query. At the other extreme, a value equal to is equivalent to —e.g., a document is completely irrelevant to a query.

Fuzzy operator equivalents to , , and are:

Fuzzy set-theoretic queries may use the normalized output of any scoring algorithm or heuristic that does not simply output a binary score[[40]](#footnote-46). The non-binary output from BM25 and MinDist\* are obvious candidates for this. However, before they may be used, their output must be normalized s.t. the maximum value is and the minimum value is .

For instance, unnormalized MinDist\* is . The minimum value for is and the maximum value is . Thus, normalized MinDistScore is . may be used in fuzzy set theoretic queries. For example:

where , , and can be any query (see section 3.4.1).

A similar normalization can be done for . Moreover, it may be reasonable to allow the metrics to be specifically requested by the user, e.g., let , , and the linear combination . Thus, for example:

Typically, some defuzzification procedure is used to produce some actual result from the degree of membership values (like a steering direction in a fuzzy control system). In the context of information retrieval, one option is to define an operator, , where represents the degree to which the confidential document is relevant to the fuzzy query. Thus, if , the corresponding document is considered to be relevant and will be returned in the result set. However, defuzzification seems unnecessary and even undesirable; rather, can serve as the document’s score for rank-ordering. No defuzzification is warranted.

We can also apply hedges to degree of membership values. Hedges modify the degree of membership value in a way that conforms to common intuition, e.g., a proposition can be somewhat true but may not be very true. Indeed, somewhat and very are two examples of hedge functions. Let and .

On the one hand, observe that reaches a maximum at and a minimum at , but it has a non-linear effect on intermediate values since . In other words, the marginal value of is constant, but the marginal value of increases as goes from to , i.e., for small , is much less true than , but for large , is only slightly less true than .

On the other hand, observe that . Thus, the marginal value of decreases as goes from to , i.e., for small , is more true than , but for large , is less true than . An example of a fuzzy query using these two hedges is:

Note that fuzzy set-theoretic queries may also be used as a query language to enable query expansion, like expanding a term to include synonymous terms.

### Fuzzy set-theoretic query grammar

|  |  |  |
| --- | --- | --- |
| <search\_type> | ::=::= | <query> <binary\_op> <query>NOT | <hedge> | <search\_type> close | importance | term\_importance | … somewhat | very | |

Table 4 BNF fuzzy set-theoretic grammar

## Boolean proximity searching

In our experiments, we use MinDist\* as a way to rank-order documents according to distance metric that takes as input a sum of minimum pairwise distances. However, another perhaps more useful—and far more straightforward—way to use the proximity information in secure indexes is to require that all of the terms in a query be within a minimum proximity of each other.

An algorithm to enable this functionality has already been essentially implemented for the MinDist\* scoring function. It is less complicated (both conceptually and computationally) than the MinDist\*. Furthermore, MinDist\* and/or BM25 can be used in tandem with Boolean proximity requirements, e.g., rank-order only those documents which contain all the terms in the query within a minimum proximity of each other.

## Caching results

Caching previously calculated results could result in significant savings. For example, whenever a term in a Boolean search is mapped to a set of documents, store the mapping in a cache so that subsequent Boolean searches involving the term may be serviced in near constant time.

We had initially included an LRU cache to memoize computations like the above, but we decided not to use them for the experiments for more predictable query lag times. In a practical implementation, a cache would be used to avoid doing unnecessary work. Since queries tend to be heavily biased towards a small subset of terms, this could result in significant savings.

Note that the CSP may technically do this without user permission. While it is a concern that a CSP may secretly collect such statistics, there may be little that can be done about it (with the exception of Oblivious RAM-like techniques).

# Conclusions

Our research contributes to Encrypted Search in a few different ways. We designed and implemented several different new types of secure indexes—PSIB, PSIP, PSIF, and PSIM—based on a probabilistic set similar we call the Perfect filter.

On various metrics, we compared PSIB, PSIP, and PSIP to each other and to BSIB, a previously proposed secure index based on the popular Bloom filter probabilistic set. We compared them with respect to lag time, compression ratio, build time, load time, precision, recall, BM25, and MinDist\*. On most benchmarks, the PSI-based secure indexes compared favorably to BSIB, especially with respect to lag time. Moreover, given the flexibility of the Perfect filter, we were able to use more sophisticated representations, like PSIP, which performed in some cases significantly better than both PSIB and BSIB in terms of accuracy and significantly better than BSIB in terms of lag time.

Moreover, in PSIP location uncertainty is independent of every other observed output except MinDist\*—e.g., location uncertainty is independent of compression ratio, build time, BM25, etc. This flexibility makes it possible to choose a location uncertainty independent of concerns over these other outputs, and thus the choice of a location uncertainty becomes exclusively a trade-off between location accuracy (e.g., MinDist\* accuracy) and confidentiality—i.e., confidentiality and location accuracy are inversely proportional. However, it performed generally worse on the compression ratio metric, although suggestions for ways to significantly improve this outcome were discussed.

We also explored the use of these standard information retrieval scoring techniques while paying close attention to confidentiality concerns. In general, we discovered that query privacy is greatly improved by using obfuscated queries and multiple secrets. Obfuscations had an insignificant impact on BM25 and MinDist\*, and thus Encrypted Search is free to use obfuscations without significantly degrading relevancy of search results. However, obfuscations did significantly negatively affect Boolean search, e.g., if a user submits a search to find documents containing all of the terms in a query, and the query has obfuscations (fake terms), then very few documents (depending on the false positive rate) will both have the terms of interest to the user, and the obfuscated terms. Secrets, however, had no impact on the quality of search results, but they do degrade the compression ratio.

Experimentally, higher rates of obfuscation did not necessarily improve query privacy. Indeed, there was a global optimum s.t. confidentiality becomes progressively worse as you move away from it in either direction. We speculate that this was due to the distribution of obfuscation terms (uniformly sampled) being significantly different than the distribution of real terms (Zipf). If we chose a distribution for obfuscations that more accurately resembled the distribution of real terms, we believe there would be no such sweet spot; the higher the obfuscation rate, the better.

Including multiple secrets for each searchable atomic term (i.e., multiple trapdoors) also had a huge impact on query privacy. In this case, the more secrets there are, the stronger the confidentiality is (with respect to a simulated adversary using maximum likelihood attacks). However, there comes a point of diminishing returns in which the advantage of including one more secret is very unlikely to outweigh its cost in other respects, namely compression ratio.

Analytically, we also discovered that the location uncertainty should be quite large to preserve document confidentiality against an adversary, who has access to the raw contents of the secure index, employing jig-saw-like attacks. However, increasing the location uncertainty has a significant negative impact on MinDist\* MAP accuracy[[41]](#footnote-47). In response to this insight, we designed and implemented the PSIM secure index, and suggested using it as a way to make any of the other secure indexes more sensitive to the MinDist\* metric without revealing too much about the confidential document (i.e., the adversary would not have as much success with the proposed jig-saw-like attacks against PSIM).

While we did not perform any simulations of an adversary trying to compromise the confidentiality of secure indexes using such techniques, we did provide a detailed theoretical treatment to motivate experiments on secure index poisoning and high false positive rates.

Increasing the false positive rate had little impact on compression ratio and only a small impact on BM25 and MinDist\* MAP scores. However, increasing the false positive rate had a huge impact on precision, as expected. This expectation was one of the motivations for exploring the use of standard degree of relevancy scoring techniques for Encrypted Search—these scoring techniques seem to work well despite the presence of approximation errors and false positives when using secure indexes.

Also, secure index poisoning, especially in the form of adding fake terms, encouragingly had little impact on BM25 MAP, MinDist\* MAP, and precision, and only a modest impact on compression ratio. An Encrypted Search user is relatively free to poison a secure index to whatever desired level and still be justified in expecting good search performance in terms of accuracy and speed.

# Future work

## Simulating an adversary with access to the secure indexes

In section 4.3.2 we provided a theoretical treatment on a hypothetical adversary who exploits the approximate and uncertain information in secure indexes to compromise their contents, e.g., reconstructing some fraction of their contents. We also included several experiments to analyze the effect of strategies intended to mitigate the risks posed by the adversary, e.g. secure index poisoning.

However, due to time constraints, we did not implement a simulation of this adversary as we did for the query privacy adversary.

## Conduct more experiments for PSIM

Due to time constraints, we did combine PSIM with other secure indexes as we suggested. Also, we performed no experiments to quantify its effectiveness at mitigating the threat posed by the adversary described in section 4.3.2.

## Mitigating access pattern leaks

As described in section 3.2.3, information leaks can take many other forms. To mitigate such information leaks, in general we can look to Oblivious RAM [18] for inspiration. Oblivious RAM may naively be thought of in the following way: to prevent meaningful statistics from being gathered about a user’s activities, whenever an action—a read or write—is performed, include other randomly chosen actions (e.g., fake queries) to obscure the user’s actual interests or activities.

### Multiple secure indexes per document

For each document, construct multiple secure indexes in which each one will look different because they will each use a different document reference[[42]](#footnote-48) and, more importantly, they will each use different salts for their searchable terms (trapdoors).

Consider the following. Let a document read. Let us represent the confidential document A with salts, resulting in three different secure indexes , , and . Then, let ’s trapdoors be Thus, each time you perform a search, sample from the set of salts so that different variations of the secure indexes may be targeted.

Not only will this support query privacy (in the same way having multiple secrets do), but it will also cause the same query to return a set of logically equivalent results (with slight variations due to false positives) in different ways. This increases the size of the secure index database by a factor of and decreases lag time by up to a factor of .

#### Fake secure indexes

An extension of multiple secure indexes per confidential document is the automatic inclusion of fake secure indexes. These may be automatically generated from some given language model (e.g., trigram language model). The intent behind including fake secure indexes is to make it more difficult for an adversary to determine which documents retrieved in response to a query are of actual interest. The user who submitted the search will be able to instantly filter out the fake results, e.g., fake secure indexes will have some identifier in their reference string that is only discernable after decryption.

### Fake queries

Instead of transmitting a single query for each actual query a user is interested in, a fake query rate parameter causes an appropriate number of additional fake queries to be generated[[43]](#footnote-49). Fake queries are strictly intended to obfuscate the user’s actual queries of interest, just as query obfuscation is intended to obfuscate the actual terms of interest in a single query.

Fake queries may consist of terms chosen from a distribution that is likely to result in a plausible distribution of hits (i.e., relevant to an appropriately large set of documents), e.g., sample the terms in fake queries from a Zipf distribution. In this way, it may be impossible for an adversary to separate fake queries from real queries. Of course, this comes at the cost of increased resource consumption, e.g., the server must process more queries per legitimate query, thus increasing processing and network transmission requirements.

## Semantic search

In section 3.4.4, semantic searching was discussed. In the context of Encrypted Search, this can be implemented using standard natural language processing techniques, but it must generally be done in a pre-computed way due to the way trapdoors are constructed, i.e., some form of exact string matching must be performed on cryptographic hash values.

Consider the following. If a user’s information need is represented by the query "carnivore hunting prey," one may assume she is also interested synonymous concepts or even more specific concepts, like "dog chasing cats" and "lions hunting antelopes". Using part of speech tagging, it can be determined that "carnivore" is the subject, "hunting" is the verb, and "prey" is the object. Using word-sense disambiguation, the word senses can be accurately determined, e.g., "carnivore" maps to "carnivore-1" (word sense 1 of carnivore in a dictionary). Using an ontology (like *WorldNet*), it can be determined that "carnivore-1" is a concept which includes more specific concepts like "dog-1" and "lion-2". Following this, we can expand[[44]](#footnote-50) the query “carnivore hunting prey” into a set of queries that better represents the information need:

{“carnivore-1 hunting-3 prey-4”, “dog-1 chasing-1 cat-1”, “dog-1 chasing-1 feline-2”, “lion-2 hunting-3 antelope-1”, …} Subsequently, this query set must be converted into a (potentially prioritized) list of hidden queries, in which each hidden query consists of a list of cryptographic trapdoors.

In addition, during the preprocessing stage of secure index construction, similar techniques may be used to insert pre-computed cryptographic hashes s.t. exact string matches will occur for documents relevant to a given hidden query. For example, instead of just storing a biword model of a sentence that reads, “dog chasing cat,” store a word-sense disambiguated biword model of “dog-1 chasing-1 cat-1”. Furthermore, again using the same or similar techniques to semantic query expansion described previously, also insert synonymous or more general concepts, e.g., a biword model of "carnivore hunting prey”.

It is interesting to note that most of the work can be done in either the query expansion engine, or in the secure index representation. That is, we can generate an on-the-fly set of queries from a single query through query expansion techniques and leave the secure index alone, or we can front-load most of the work in the secure index and leave the queries alone.

There are well-known trade-offs to either approach, but in the context of Encrypted Search, there are additional considerations. Namely, if using query expansion, each query may expand to multiple hidden queries, all being related in some way. This information can be exploited by the adversary (described in section 4.3.1), e.g., a more sophisticated probability model may use this information to mount more effective maximum likelihood attacks. In any future work, we could implement standard semantic search techniques, and explore these trade-offs with the aim of not only quantifying and mitigating information leakage.

## Topic search (classification)

Using Bayes rule, and an assumption of independent, identically distributed unigrams, we have the following Naïve Bayes simplification:

Since the denominator is a constant given a document as evidence, it can be ignored when one is only interested in determining what the most likely topic is. Additionally, we can replace with the log of the conditional probability.

For example, one topic may be medical science. Operationally, sample unigrams from a medical science corpus to estimate and apply the formula. If cannot be estimated, a uniform distribution may be assumed (i.e., remove it from the formula).

Another type of search query can be articulated as, "How closely does a document of interest match a given secure index?" This is just a variation of topic searching in which the conditional probability, posterior and the prior .

Also, note that if the secure index contains bigrams, Markov chains of order may be used to model the true underlying distribution for a given topic with greater accuracy.

This conception of topic search is founded upon a rigorous mathematical formalism, and it demonstrably works in other information retrieval contexts, but Encrypted Search may pose new challenges to it.

## Letter n-grams and word n-grams

In our secure indexes, word unigrams and bigrams are atomic, indivisible units in the secure indexes. However, this is not necessarily the case. One could go in either direction, inserting larger units (e.g., trigrams) or smaller units (e.g., letter n-grams).

If larger word n-grams (e.g., trigrams) are used, then more secure (i.e., no need to deconstruct a trigram phrase into two bigrams which may leak co-occurrence information) and more exact searching on larger phrases.

If letter n-grams are used, then consider the string "hello world". If storing letter trigrams, then the following transformation takes place, where \* denotes whitespace.

To search for the word “hello”, check for the existence of "hel", "ell", and "llo" in the set. If all three letter trigrams exist, that word is said to exist. As in the biword model, false positives are possible. In addition, with letter n-grams partial word matches are automatically possible. For instance, if the user wishes to find any words matching “ello”, then simply check for the existence of “ell” and “llo”. In fact, any substring that is three characters or larger can be matched.

## Automatically learning optimal parameters

Encrypted Search benefits from an embarrassing amount of data from which to learn optimal parameters for any given scoring function. To learn optimal parameters, we need a training set of documents and a query set . We construct a set of secure indexes for , and then rank-order both and according to each . Then, we calculate the mean average precision (MAP) for the rank-ordered output from using the rank-ordered output from as the , canonical output.

For instance, is a proximity scoring function has the following form:

where are tunable parameters. Thus, an example of an objective function to optimize is:

Since training data is abundant (it can be automatically generated, as we have done for our experiments), the tunable parameters for each scoring function should be independently optimized using a supervised learning algorithm that maximizes the mean average precision over the specified argmax parameters.

Note that this particular example is relatively straightforward, but more sophisticated techniques may be used to, for instance, avoid over-fitting on the training sets. Also, note that each secure index has many free parameters, e.g., location uncertainty, false positive rate, and so forth. These may be included as tunable parameters in the argmax optimization as well.

# Errata

During a code review, we discovered the following two code defects. First, we discovered an inconsistency with respect to the parameterizations used for MinDistScore between secure indexes and canonical indexes. In the experiments, for the secure indexes we bind MinDistScore to the parameterization . For the canonical index, all but the parameter is the same; has been set to instead of . This causes the canonical index’s to decrease more rapidly as input increases.

However, since the experiments measuring MinDist\* output do not interact with any other scoring functions, like BM25, the ordering of how documents are ranked is the same for any MinDistScore binding as long as , and they have the same value for . Since this is the only aspect of the output that matters in the MinDist\* MAP experiments, this difference for has no effect on the results.

Second, we discovered that MinDistScore includes a conditional statement to force a lower limit of . Since many documents may receive a score less than , this is an error, although it only applies to documents with a low score to begin with (and thus are not very relevant).
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1. Encrypted Search is a narrow specialization of the computationally demanding field of fully homomorphic encryption (FHE) [40]. [↑](#footnote-ref-1)
2. Since users must already maintain a separate symbol-mapping table, they could just query this structure instead. [↑](#footnote-ref-2)
3. In this naïve scheme, only can search the encrypted document; in more sophisticated approaches, multi-user encrypted searching schemes are possible. [↑](#footnote-ref-3)
4. Given a hash, it should be difficult to find an input for the hash function that outputs the given hash. [↑](#footnote-ref-4)
5. Note that the reference to a confidential document can be encrypted to prevent disclosing information about the contents of the document based on its filename. [↑](#footnote-ref-5)
6. Encrypted Search schemes that protect against document confidentiality leaks, query privacy leaks, and access pattern leaks may also be used to enable plausible deniability, especially if hash collisions (see section 4.3.1.1) are probable. [↑](#footnote-ref-6)
7. Unless approximate searching or error tolerance is allowed. See section 3.4.2.2. [↑](#footnote-ref-7)
8. Given the space complexity of this approach, it may be more useful to include only probable typographical errors. [↑](#footnote-ref-8)
9. Moreover, these field names—although not the actual values—are revealed to adversaries (information leak). [↑](#footnote-ref-9)
10. , where is the unit vectorized representation of document . [↑](#footnote-ref-10)
11. The untrusted server could store the results of queries to learn more about the contents of documents over time, but this information should be both approximate (e.g., false positives on terms existing in documents) and incomplete. See section 3.2 for more information. [↑](#footnote-ref-11)
12. Semantic search in the context of Encrypted Search may have an additional advantage: remove as many specifics as possible from the secure index but include its more general concepts. This may both improve relevancy of search results while erasing potentially compromising specifics. [↑](#footnote-ref-12)
13. To avoid leaking information about specific user access patterns, the results can return through the same path the query took to get to the CSP. [↑](#footnote-ref-13)
14. Note that this BNB grammar generates valid JSON. [↑](#footnote-ref-14)
15. Default implementation uses SHA256 and non-invertibly maps the hashes to hexadecimal digits. [↑](#footnote-ref-15)
16. Limits statistical inference to sampling from a single secure index rather than an entire corpus of secure indexes since each secure index has a unique and random way of mapping its unigrams and bigrams to hashes. [↑](#footnote-ref-17)
17. A directed acyclic graph (e.g., a chain) of proxies may be used to mitigate the risk of collusion, but this introduces significant overhead. [↑](#footnote-ref-18)
18. Note that the ordered sequence of trapdoors (cryptographic hashes) transmitted to leaks significantly more information than the representation since it is a simpler substitution cipher. Thus, must be reasonably trusted. Since will not be used nearly as frequently as , which can be less trustworthy, may be more tightly controlled without as much cost. [↑](#footnote-ref-19)
19. One can simply hard code a single hash function and salt the keys, e.g., 32-bit integers. [↑](#footnote-ref-22)
20. Load factor is equal to ; thus, a minimal perfect hash has a load factor of 1. [↑](#footnote-ref-23)
21. Note that a simple optimization would allow to be maximum frequency minus the minimum frequency. The minimum frequency is at least and most likey is , so in practice this may result in very little savings. [↑](#footnote-ref-24)
22. Even the word count is lost. [↑](#footnote-ref-25)
23. The number of unique words , where is the total number of words in the document. [↑](#footnote-ref-26)
24. We anticipate that the worst-case space complexity will improbable even for large documents if is reasonably small on natural language text since sentences are not random sequences of words. [↑](#footnote-ref-27)
25. Multiple secrets in this case becomes an attack vector, since [↑](#footnote-ref-30)
26. Note that this assumes the adversary has access to the hidden query stream. If the hidden query steam is taking place over a secret channel, the secure index server and the adversary must share information to make this an effective kind of attack. [↑](#footnote-ref-31)
27. Thus, Encrypted Search is not vulnerable to birthday attacks. [↑](#footnote-ref-32)
28. Since order is irrelevant (i.i.d. distribution), the actual probability is , where represents how many times appears in the query history set. However, is a constant for a given history of and , so we can safely ignore it in our maximum likelihood attack. [↑](#footnote-ref-33)
29. When simulating the adversary, the log of the maximum likelihood will be used instead. [↑](#footnote-ref-34)
30. If this is done, using multiple secrets and obfuscations would result in an even greater advantage with respect to mitigating the effectiveness of maximum likelihood attacks. [↑](#footnote-ref-35)
31. Actually, a secure index using a biword search model stores the unigrams (words) and bigrams in a document. [↑](#footnote-ref-36)
32. Unlike for section 4.3.1 where we simulate the adversary performing the attack method described therein, we only provide a theoretical analysis of attacks exploiting the approximate information in the secure indexes. [↑](#footnote-ref-38)
33. It is also designed to provide more accurate location information by allowing the mean error of approximate word positions to be 0—i.e., PSIP changes each word’s position with respect to its true mean. [↑](#footnote-ref-39)
34. The probability that a search term appears in a document is ~0.25. In practice, BM25 may do better than our experiments suggest since we did not include particularly rare terms in the query set. [↑](#footnote-ref-40)
35. A way of storing small integers in fewer bytes. This is a slight cheat, since in general we attempted to ensure size (secure index data structure in memory) ~ size(secure index serialization on disk), but a varint on disk is converted into an unsigned integer once loaded into memory. Arguably, the cheat is justified since it is designed to mimic a more efficient representation. [↑](#footnote-ref-41)
36. Note that PSIM is not simulated in this experiment since it can preserve perfect minimum pairwise distance information without the corresponding loss of confidentiality. [↑](#footnote-ref-42)
37. PSIP may use any appropriate PDF, e.g., it could use a normal distribution with more or less variance to trade accuracy for leakage. [↑](#footnote-ref-43)
38. The midpoint rather the mean position; we may try the mean position and other variations (e.g., ignoring outliers) in the future. [↑](#footnote-ref-44)
39. Technically, only AND and NOT (or OR and NOT) are needed, but for computational efficiency both AND and OR should be efficiently supported s.t. they may be short-circuited as early as possible. Indeed, this may justify implementing additional operators without reducing them to combinations of AND, OR, and NOT. [↑](#footnote-ref-45)
40. Fuzzy set-theoretic queries reduce to classical set-theoretic queries if the scoring algorithm only outputs binary scores. [↑](#footnote-ref-46)
41. On top of that, PSIB and BSIB do not scale well to large numbers of blocks—which is the ratio of word count to location uncertainty—and thus it may not even be a reasonable option to use small location uncertainties (unless the documents are reasonably small). PSIP, as just discussed, does not possess this problem. [↑](#footnote-ref-47)
42. Simply encrypt (using an invertible encryption scheme) the document reference with different salts. [↑](#footnote-ref-48)
43. This may take the form of the user’s client sending fake queries per real query, where is a discrete random variable, or it may consist of something else entirely, like a fake query bot providing a plausible flow of fake queries independently of real queries. [↑](#footnote-ref-49)
44. A form of query expansion. [↑](#footnote-ref-50)